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Introduction

Thank you for purchasing Red Hat High Availability Server 1.0. With this product,

itis possible to create solutions that can withstand many common hardware and soft-
ware failures, and still provide service to your customers. In addition, because Red
Hat High Availability Server allows more than one computer to work together to ser-
vice your customers’ needs, maintenance and upgrades can be planned and executed
without an interruption in service.

This manual will guide you through the following steps in deploying a solution based
on Red Hat High Availability Server:

* Beginto learn more about the underlying technology in this introduction, so that
you can start to think about the configuration that would best fit your needs.

* Learn how to install Red Hat Linux 6.2 (the operating system on which Red Hat
High Availability Server is based).

* Learn about th&ailover Services(FOS) technology. FOS is used to create pairs
of Linux-based systems that provide the services used by your customers, as well
as implementing a backup system that automatically takes control at the first sign
of problems.

* Learn about the.inux Virtual Server (LVS) technology. Like FOS, LVS can
be used to create pairs of Linux-based systems that act as each other’s backup.
However, LVS goes a step further. Instead of the two Linux-based systems ac-
tually providing your services, they instead monitor and load-balance a pool of
systems (that may or may not be Linux-based), making possible a wider array of
performance and capacity options.

» Learnaboutthe Piranha Web Interface, which uses an intuitive graphical interface
to configure your Piranha system.

Let’s start by taking a quick look at the technology behind Red Hat High Availability
Server.
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Technology Overview

Red Hat High Availability Server uses Piranha to implement highly-available solu-
tions. Piranha is a collection of programs that interact with each other to provide a
clustering solution. It is vital to note thatuster computing consists of two distinct
branches:

» Compute clustering(such as beowulf) uses multiple machines to provide greater
computing power for computationally-intensive tasks. This type of clustering is
not addressed by Piranha.

» High Availability (or HA) clustering uses various technologies to gain an extra
level of reliability for a service. HA clustering is the focal point for Piranha.

Please Note

The clustering technology described in this document
shouldnot be confused with fault tolerance. Fault tolerant
systems use highly-specialized (and expensive) hardware to
implement a fully-redundant environment in which services
can run, uninterrupted by the most common failure modes.

Red Hat High Availability Server is designed to run on read-
ily-available hardware and to take proactive measures when
a system fault is detected. This results in an environment
that approaches (but does not reach) the availability of fault
tolerant systems, but at a fraction of the cost.

Let’s take a look at some sample configurations, using both FOS and LVS as the base
technology. Note that the boxes in the following diagrams (and the terms used to
describe them) designatelesrather than specific systems. Also keep in mind that,
due to the variety of ways in which the underlying technologies may be deployed,
you will find that various terms may be used interchangably throughout this and other
cluster-related documents. Although a cluster may be configured such that each role
is carried out by a dedicated system, there is no technological requirement for this.
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However, capacity planning or system administration-related issues may dictate that
dedicated systems be used for the various roles in a given cluster.

Please Note

Due to the variety of ways in which the underlying tech-
nologies may be deployed, you will find that various terms
may be used interchangably throughout this and other doc-
uments. While every attempt has been made to define each
term as it is first used,

Sample Configurations

While Red Hat High Availability Server can be configured in a variety of different
ways, the configurations can be broken into two major categories:

» Configurations based on FOS
» Configurations based on LVS

The choice of FOS or LVS as the underlying technology for your Red Hat High Avail-
ability Server cluster has an impact on the hardware requirements and the service
levels that can be supported. Let’'s take a look at some sample configurations, and
discuss the implications of each.

FOS Configurations

Red Hat High Availability Server clusters based on FOS consist of two Linux sys-
tems. Each system must be sized to support the full load anticipated for all services
1. This is necessary, because at any given time only one systeradftiie node
provides the services to your customers.

During the initial configuration of an FOS cluster, one system is defined gsrthe
mary node, and the other as th®ckup node This distinction is made to determine

1 Although there is no technological requirement that each system be identically configured (only that each
system be capable of supporting all services), from a system administration perspective it makes a great deal of
sense to configure each system identically.
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which system will be declared active should both systems find themselves in the ac-
tive state at the same time. In such a case, the primary node will "win".

The active node responds to service requests throwmgtual IP (or VIP) address.
The VIP address is an IP address that is distinct from the active node’s normal IP
address.

The other system (thimactive node does not actually run the services; instead it
monitors the services on the active node, and makes sure the active node is still func-
tional. If the inactive node detects a problem with either the active node or the services
running on it, a failover will be initiated.

During a failover, the following steps are performed:

* The active node is directed to shut down all services (if it is still running and has
network connectivity)

The inactive node starts all services

The active node disables its use of the VIP address (if it is still running and has
network connectivity)

The inactive node is now the active node, and enables its use of the VIP address

Ifitis still running and has network connectivity, the formerly-active node is now
the inactive node, begins monitoring the services and general well-being of the
active node

Let's take a look at the most basic of FOS configurations.

A Basic FOS Configuration

Figure 1,A Simple FOS Configuratioeshows a Red Hat High Availability Server
FOS cluster. In this case, the active node provides Web and FTP services, while the
inactive node monitors the active node and its services.

While not shown in this diagram, it is possible for both the active and inactive nodes
to be used for other, less critical, services while still performing their roles in an
FOS cluster. For example, the inactive system couldinanto manage an NNTP
newsfeed. However, care must be taken to either keep sufficient capacity free should
a failover occur, or to select services that could be shut down (with little ill effect)
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in the event of a failover. Again, from a system administration standpoint, it may be
desirable to dedicate the primary and backup nodes to cluster-related services, even
if this does result in less then 100% utilization of system resources.

Figure 1 A Simple FOS Configuration

Typical FOS Cluster Setup

A

v

‘ [Public Virtual IP address] ‘

ACTIVE NODE INACTIVE NODE
Web Service (Monitors
ftp Service active node
services)
PRIMARY BACKUP

One aspect of an FOS cluster is that the capacity of the entire cluster is limited to the
capacity of the currently-active node. This means that bringing additional capacity
online will require upgrades (or replacements) for each system. While the FOS tech-
nology means that such upgrades can be done without impacting service availability,
doing upgrades in such an environment means a greater exposure to possible service
outages, should the active node fail while the inactive node is being upgraded or re-
placed.

It should also be noted that FOSriet a data-sharing technology. In other words, if

a service reads and writes data on the active node, FOS includes no mechanism to
replicate that data on the inactive node. This means data used by the services on an
FOS cluster must fall into one or two categories:

» The data does not change; it is read-only
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» The data is not read-only, but it is made available to both the active and inactive
node equally.

While the sample configuration shown above might be appropriate for a Website con-
taining static pages, it would not be appropriate for a busy FTP site, particularly one
where new files are constantly uploaded by users of the FTP site. Let’s look at one
way an FOS cluster can use more dynamic data.

An FOS Configuration With Shared Data

As noted above, some mechanism must be used to make read-write data available to
both nodes in an FOS cluster. One such solution is to use NFS-accessible storage.
By using this approach, failure of the active node will not result in the data being
inaccessible from the inactive node.

However, care must be taken to prevent the NFS-accessible storage from becoming
a single point of failure. Otherwise, the loss of this storage would result in a service
outage, even if both the active and inactive nodes were otherwise healthy. The solu-
tion, as shown in Figure An FOS Configuration With Shared Daia to use RAID

and other technologies to implement a fault-resistant NFS server.
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Figure 2 An FOS Configuration With Shared Data

Typical FOS Cluster Setup with Shared Data

A
v

‘ [Public Virtual IP address] ‘

ACTIVE NODE INACTIVE NODE
Web Service (Monitors
ftp Service NFS NFS active node
email Service services)
PRIMARY BACKUP
RAID Database

Fault Resistant
SANs Device

While it's certainly possible that various modifications to the basic FOS cluster con-
figuration are possible, in general, the options are limited to one system providing all
services, while a backup system monitors those services, and initiates a failover if and
when required. For more flexibility and/or more capacity, an alternative is required.
That alternative is LVS.

Typical LVS Configurations

In many ways, an LVS cluster can be thought of as an FOS cluster with a single
difference — instead of actually providing the services, the active node in an LVS
clusterroutesrequests to one or more servers that actually provide the services. These
additional servers (calle@al serverg are load-balanced by the active node (in LVS
terms, theactive router).

As in an FOS cluster, there are two systems that share the responsibility of ensuring
that one of the two systems is active, while the other fitlaetive router) stands by
to initiate a failover should the need arise. However, that is where the similarities end.
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Because the active router’s main responsibility is to accept incoming service requests
and direct them to the appropriate real server, it is necessary for the active router
to keep track of the real servers’ status, and to determine which real server should
receive the next inbound service request. Therefore, the active router monitors every
service on each real server. In the event of a service failure on a given real server, the
active router will stop directing service requests to it until the service again becomes

operative.

In addition, the active router can optionally use one of several scheduling metrics to
determine which real server is most capable of handling the next service request. The
available scheduling metrics are:

* Round robin

» Least connections

* Weighted round robin

* Weighted least connections

We’ll go into more detail regarding scheduling in ChapteLByux Virtual Server
(LVS) however, for now the important thing to realize is that the active router can
take into account the real servers’ activity and (optionally) an arbitrarily-assigned
weighting factor when routing service requests. This means that’s it's possible to
create a group of real servers using a variety of hardware configurations, and have
the active router load each real server evenly.

A Basic LVS Configuration

Figure 3,A Typical LVS Configuratioshows a typical Red Hat High Availability
Server LVS cluster with three real servers providing Web service. In this configu-
ration, the real servers are connected to a dedicated private network segment. The
routers have two network interfaces:

* One interface on the public network
* One interface on a private network

Service requests directed to the cluster’s VIP address are received by the active router
on one interface, and then passed to the most appropriate (as determined by the sched-
ule/weighting algorithm in use) real server through the other interface. In this way,
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the routers are also able to act the part of firewalls; passing only valid service-related
traffic to the real servers’ private network.

Figure 3 A Typical LVS Configuration

Typical LVS Cluster Setup

. Public Network
[Public Virtual IP Address]
ACTIVE ROUTER INACTIVE ROUTER
Meonitors Menitors Active
Real Servers Router
PRIMARY BACKUP
P Private Hidden Network _
Real Server #1 Real Server #2 Real Server #3
Web Service Web Service Web Service

Load Balanced Services

An LVS cluster may use one of three different methods of routing traffic to the real
servers:

* Network Address Translation (NAT), which enables a private-LAN architecture
» Direct routing, which enables LAN-based routing

* Tunneling (IP encapsulation), which makes possible WAN-level distribution of
real servers

In Figure 3,A Typical LVS ConfigurationNAT routing is in use. While NAT-based
routing makes it possible to operate the real servers in a more sheltered environment,
it does exact additional overhead on the router, as it must translate the addresses of all
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traffic to and from each real server. In practice, this limits the size of a NAT-routed
LVS cluster to approximately ten to twenty real senrs

This overhead is not present when using tunneled or direct routing, because in these
routing techniques the real servers respond directly to the requesting systems. With
tunneling there is a bit more overhead than with direct routing, but it is minimal,
especially when compared with NAT-based routing.

One interesting aspect of an LVS-based cluster is that the real servers do not have
to run a particular operating system. Since the routing techniques used by LVS are
all based on industry-standard TCP/IP features, any platform that supports a TCP/IP
stack can conceivably be part of an LVS cluster

A More Complex LVS Configuration

Figure 4,A More Complex LVS Configuratioshows a more esoteric approach to
deploying LVS. This configuration shows a possible approach for deploying clusters
comprised of an extremely large number of systems. The approach taken by this
configuration is to share a single pool of real servers between multiple routers (and
their associated backup routers).

2 Itis possible to alleviate the impact of NAT-based routing by constructing more complex cluster configurations.
For example, a two-level approach may be created where the active router load-balances between several real
servers, each of which is itself an active router with its own group of real servers actually providing the service.

3 The scheduling options may be somewhat restricted if a real server's operating system does not support the
uptime , ruptime , orrup commands. These commands are used to dynamically adjust the weights used in
some of the scheduling methods.
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Figure 4 A More Complex LVS Configuration

-

\ \ \
Cluster #1 Cluster #2 Cluster #n

Active Backu Active Backu Active
Router p Router p Router

Brivate LAN ‘ ‘ ‘ "

Real | Weblftp Web/ftp Web/ftp | Web/ftp
Servers | Node #1 Node #1 Node #1 Node #n

Backup

Because each active router is responsible for routing requests directed to a unique
VIP address (or set of addresses), this configuration would normally present the ap-
pearance of multiple clusters. Howeverund-robin DNS can be used to resolve a
single hostname to one of the VIP addresses managed by one of the active routers.
Therefore, each service request will be directed to each active router in turn, effec-
tively spreading the traffic across all active routers.
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1 New Features of Red Hat Linux 6.2

Before you can use Red Hat High Availability Server, you must first install Red Hat
Linux. The following chapters will guide you through this process.

This chapter describes features that are new to the Red Hat Linux 6.2 graphical in-
stallation process. To learn about non-installation-related new features, please refer
to theOfficial Red Hat Linux Reference Guide

1.1 Installation-Related Enhancements
Improvements to Red Hat Linux 6.2 which will make installation even easier include:
Additional GUI Partitioning Tool

Previously available only in expert modfgisk has been added to the GUI
installation. You can now choose to partition withsk Druid or fdisk, de-
pending on your level of skill and personal preference.

Rescue Disk Improvements

New and improved options make using the rescue disk even more powerful
than before. Improvements includ&ools andRAID tools, andpico as the
new default editor.

Software RAID Configuration in Kickstart Installations

New to kickstart installations is the ability to configure RAID.
RAID Upgrades

New to the installation program is the ability to perform RAID upgrades.
ATAPI Zip Drive Recognition

ATAPI Zip drives are now recognized by the installation program and auto-
matically configured to use SCSI emulation. If you add an ATAPI Zip drive
after the installation, the hardware recognition progkamzu will recognize

it once you reboot your system. The installation program will also create de-
vice files for Jaz drives as well.
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2 Before You Begin
This chapter explains how to prepare for the Red Hat Linux installation. It's divided
into two main sections:

* Seven steps to get you ready for the installation (such as checking for errata,
hardware compatibility, making diskettes and more);

» System requirements table for gathering your hardware information.

While installing Red Hat Linux is a fairly straightforward process, taking time to
prepare for it will make things go much more smoothly. In this chapter, we’ll discuss
the steps you should perform prior to the installation.

If you are an experienced user and do not need a review of the basics, you can skip
ahead to Chapter Starting the Installatiorio begin the installation process.

Tip
Refer to the Red Hat Frequently Asked Questions for
answers to questions and problems that may occur before,
during or after the installation. You'll find the FAQ online
at: http://www.redhat.com/support/docs/faqgs/rhl_gen-
eral_faq/FAQ.html

2.1 Seven Steps to Get You Started

There are seven steps you should perform prior to installing Red Hat Linux:

2.1.1 Step 1 - Do You Have the Right Red Hat Linux
Components?
If you've purchased the Official Red Hat Linux boxed set, you're ready to go! How-

ever, mistakes occasionally happen, so now is a good time to double-check the con-
tents of your boxed set.
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In your Red Hat High Availability Server box, there is a Terms and Conditions sheet.
Onthe back is a list of the contents of your boxed set version. Please read over this list
and check to make sure that you have all the diskettes and manuals that are available
with your version.

If you've purchased the Official Red Hat High Availability Server boxed set from
Red Hat, Inc. (or one of its distributors), and you’re missing one or more of the items
listed, please let us know!

In certain cases, you may need to create a boot diskette. For information on making
diskettes, se#laking Installation Diskettes Section 2.1.6.

2.1.2 Step 2 - Is Your Hardware Compatible with Red Hat
Linux 6.27?

Hardware compatibility is particularly important to those of you with older systems
or systems that you may have built yourself. Red Hat Linux 6.2 should be compatible
with most hardware in systems that were factory built within the last two years. How-
ever, with hardware specifications changing and improving almost daily, it is hard to
guarantee that your hardware will be 100% compatible.

First, use Red Hat's online resources to make sure your hardware is compatible
and/or supported. You'll find the hardware compatibility list at: http://www.red-
hat.com/hardware.

Second, gather all the system hardware information you carnQtfheal Red Hat
Linux Reference Guideas instructions on doing this in thestallation-Related Ref-
erence At the end of this chapter, a system requirements table (see Section 2.2,
System Requirements Tapie available for you to fill out and reference during the
installation.

2.1.3 Step 3 - Have You Checked for Errata?

Although most of the time it's not necessary to check for errata before the installation,
it is also not a bad idea, either.

Red Hat offers updated diskette images, documentation and other errata downloads
for your convenience.
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There are two ways to review the errata:

1. Online — http://www.redhat.com/support/errata; supplies errata you can read
online, and you can download diskette images easily.

2. E-mail — By sending an empty mail messagetata@redhat.com |, you
will receive an e-mail containing a text listing of the complete errata of the in-
stallation program and software itself (if errata exist at that time). Also included
are URLSs to each updated package and diskette image in the errata. Using these
URLs, you can download any necessary diskette images. Please note: use binary
mode when transferring a diskette image.

Occasionally, we find that the installation may fail, and that a revised diskette image
is needed for the installation to work properly. In these cases, we make special images
available via the Red Hat Linux errata listing.

Since this is relatively rare, you will save time if you try to use the standard diskette
images first. Review the errata only if you experience problems completing the in-
stallation.

If you experience problems, focus on entries that include new diskette images (the
flenames always end inmg ). If you find an entry that applies to your problem,

get a copy of the diskette images, and create them using the instructibtaking
Installation Diskettesn Section 2.1.6.

Also available are documentation errata. When significant changes are made to the
manuals, we make sure to update these online as well. Documentation updates can
be found at http://www.redhat.com/support/errata/doc_errata/.

2.1.4 Step 4 - Do You Have Enough Disk Space?

Nearly every modern-day operating system wisk partitions, and Red Hat Linux

is no exception. When installing Red Hat Linux, it may be necessary to work with
disk partitions. If you have not worked with disk partitions before (or would like a
quick review of the basic concepts) please rAadntroduction to Disk Partitiongn

the appendix of th©fficial Red Hat Linux Reference Guitlefore proceeding.

If you are not performing a "fresh” installation, in which Red Hat Linux will be the
only OS on your system, and you are not performing an upgrade, you will need to
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make sure you have enough availalikk spaceon your hard drive(s) for this instal-
lation.

This disk space must be separate from the disk space used by other OSes you may
have installed on your system, such as Windows, OS/2, or even a different version of
Linux. This is done by dedicating one or more partitions to Red Hat Linux.

Before you start the installation process, one of the following conditions must be met:

*  Your computer must have enoughpartitioneddisk space available to install
Red Hat Linux.

e Your computer must have one or more partitions that may be deleted, thereby
freeing up enough disk space to install Red Hat Linux.

* You must have a preexisting, formatted FAT partition, and install using the par-
titionless installation method (Appendix Dhstalling Without Partitioning,.

You'llneed about 1.2GB for the basic installation, and 1.7GB if you select everything.

If you are not sure that you meet these conditions or want to know how to free up more
space for your Red Hat Linux installation, please refer to the partitioning appendix
in the Official Red Hat Linux Reference Guide

2.1.5 Step 5 - How Do You Want to Install Red Hat Linux?

Next, you must decide which type of installation best fits your needs. Options in-
clude:

CD-ROM

If you purchased a Red Hat Linux 6.2 boxed set (or have a Red Hat Linux
CD-ROM) and have a CD-ROM drive. This method requires a boot disk, a
bootable CD-ROM, or a PCMCIA boot disk.

Hard Drive

If you have copied the Red Hat Linux files to a local hard drive. This method
requires a boot disk or PCMCIA boot disk.

NFS Image
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If you are installing from an NFS Image server which is exporting the Red Hat
Linux CD-ROM or a mirror image of Red Hat Linux. Requires a network or
PCMCIA boot disk.

FTP

If you are installing directly from an FTP server. Requires a network or PCM-
CIA boot disk.

HTTP

If you are installing directly from an HTTP Web server. Requires a network or
PCMCIA boot disk.

2.1.6 Step 6 - How Do You Want to Start the Installation?

Depending on the installation method you chose in Step 5, you must decide how you
want to start the installation process itself. Whabt mediawill you use?

Bootable CD-ROM

If your system will allow you to boot from your CD-ROM drive, you can use
the Red Hat Linux CD-ROM to boot into the installation program to perform
a local CD-ROM installation.

Local Media Boot Disk

You will find a local boot disk in the box. This diskette can be used for
CD-ROM installations for which your CD-ROM drive is not bootable, or for a
hard drive installation.

Network Boot Disk

If you are performing an installation via FTP, HTTP, or NFS you must create
your own network boot disk. The network boot disk image file isoot-
net.img , and is located in thenages directory on your Red Hat Linux/In-

tel CD.

PCMCIA Boot Disk

Here’s a checklist to help you determine if you'll need to creaRCMCIA
boot disk:
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* Ifyou’ll be installing Red Hat Linux from a CD-ROM, and your CD-ROM
drive is attached to your computer through a PCMCIA card, you'll need a
PCMCIA boot disk.

* If you will be using a PCMCIA network adapter during the installation,
you may need a PCMCIA boot disk.

If you need a PCMCIA boot disk, you must make one. The PCMCIA boot disk
image file ispcmcia.img , and is located in thanages directory on your
Red Hat Linux/Intel CD.

Making Installation Diskettes

It is sometimes necessary to create a diskette frommaige file; for example, you
may need to use updated diskette images obtained from the Red Hat Linux errata
page or you may need to create a boot disk.

An image file contains an exact copy (or image) of a diskette’s contents. Since a
diskette contains filesystem information in addition to the data contained in files, the
image file is not usable until it has been written to a diskette.

To start, you'll need a blank, formatted, high-density (1.44MB), 3.5-inch diskette.
You'll need access to a computer with a 3.5-inch diskette drive, and capable of run-
ning an MS-DOS program, or thgal utility found on most Linux-like operating sys-
tems.

Theimages directory on your Red Hat Linux CD contains the boot images for Red
Hat Linux/Intel.

Once you've selected the proper image, it's time to transfer the image file onto a
diskette.

Making a Diskette Under MS-DOS

To make a diskette under MS-DOS, use therite  utility included on the Red
Hat Linux CD in thedosutils  directory. First, label a blank, formatted 3.5-inch
diskette appropriately (such as "Boot Disk" or "Updates Disk"). Insert it into the
diskette drive. Then, use the following commands (assuming your CD isdiriue

C\> d:
D:\> cd \dosutils
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D:\dosutils> rawrite

Enter disk image source file name: .\images\boot.img
Enter target diskette drive: a:

Please insert a formatted diskette into drive A: and

press --ENTER-- : [Enter]

D:\dosutils>

First, rawrite  asks you for the filename of a diskette image; enter the directory
and name of the image you wish to write (for exampkmages\boot.img ).
Thenrawrite  asks for a diskette drive to write the image to; erger Finally,
rawrite  asks for confirmation that a formatted diskette is in the drive you've se-
lected. After pressingenter] to confirm, rawrite  copies the image file onto the
diskette. If you need to make another diskette, label that diskette, amdwuite

again, specifying the appropriate image file.

Making a Diskette Under a Linux-Like OS

To make a diskette under Linux (or any other Linux-like operating system), you must
have permission to write to the device representing a 3.5-inch diskette drive (known
as/dev/fd0  under Linux).

First, label a blank, formatted diskette appropriately (such as"Boot Disk," "Updates
Disk"). Insert it into the diskette drive (but don’t issuerunt command). After
mounting the Red Hat Linux CD, change directory to the directory containing the
desired image file, and use the following command (changing the name of the image
file and diskette device as appropriate):

# dd if=boot.img of=/dev/fd0 bs=1440k

If you need to make another diskette, label that diskette, anddwagain, specifying
the appropriate image file.

2.1.7 Step 7 - Which Installation Type is Best For You?

Red Hat Linux includes three different classes, or types of installations. They are:
* Cluster Server — This is the default installation class.

* Custom — Allows you to install additional software, including the X Window
System, the KDE and GNOME desktop environments, and more.
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 Upgrade — Upgrades a Red Hat Linux system to the latest version.

Please Note

The Upgrade installation class WNIOTturn an existing
Red Hat Linux system into a high availability server!
You mustperform a fresh Red Hat Linux installation
in order to properly install Red Hat High Availability
Server!

These classes give you the option of simplifying the installation process (with some
potential for loss of configuration flexibility), or retaining flexibility with a slightly
more complex installation process. Let's take a detailed look at each class, so you
can see which one is right for you.

The Cluster Server-Class Installation

During the cluster server-class installation, the installation program deletes all data
in all existing partitions of any kind, decides how to partition the disk for the new
version, and chooses which software packages to load.

What Does It Do?

If you choosenot to partition manually, a cluster server-class installation removes
ALL existing partition®on ALL installed hard drivesso choose this installation class
only if you're sure you have nothing you want saved! When the installation is com-
plete, you'll find the following partitions:

A 64MB swap patrtition.

* A 256MB partition (mounted a5).

* A partition of at least 512MB (mounted &ssr ).
e A partition of at least 512MB (mounted &some ).
A 256MB partition (mounted a&var ).
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* A 16MB patrtition (mounted a#oot ) in which the Linux kernel and related
files are kept.

This approach to disk partitioning results in a reasonably flexible filesystem config-
uration for most server-class tasks.

Please Note

You will need at least 1.2GB of free disk space in order to
perform a cluster server-class installation.

FVVVVV VN
VOV,

¢ CAUTION @

A server-class installation will remow&LL existing parti-
tions of ANY type on ALL existing hard drives of your sys-
tem All drives will be erased of all information and existing
operating systems, regardless if they are Linux partitions or
not!

The Custom-Class Installation

As you might guess from the name, a custom-class installation puts the emphasis on
flexibility. During a custom-class installatiogpucan choose how disk space should

be partitioned. You have complete control over which packages will be installed on
your system. You also determine whether you'll use LILO (the LInux LOader) to
boot your system.

Behind the Scenes of a Custom-Class Installation

This section covers those installation steps thabahgseen when performing a cus-
tom-class installation.

This may help those of you who are trying to decide which installation class will
better suit your needs. If you think you’ll have trouble performing any of the tasks on
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this list, you should not perform a custom-class installation without reading through
this manual and clarifying any questions you may have.

» Creating Partitions — In the custom-class installation it is necessary for you to
specify where you want Red Hat Linux to be installed. (This is no longer spe-
cific to custom-class installations because you now haveptiento manually
partition in the workstation- and server-class installations.)

* Formatting Partitions — All newly created partitions must be formatted. Any
partitions that contain old data (data you no longer need or want) should be for-
matted. (If you chose to manually partition your workstation- or server-class
installation, you will need to choose which partitions to format.)

» Selecting and Installing Packages — This is performed after your partitions have
been configured and selected for formatting. Here you may select groups of pack-
ages, individual packages, a combination of the two, or choose an "everything"
install.

* LILO Configuration — In a custom-class installation, you are able to choose
where you would like LILO to be installed — either on the master boot record
(MBR) or on the first sector of your root partition — or you can choose not to
install LILO at all.

Upgrading Your System

Please keep in mind that using your Red Hat High Availability Server CD to upgrade
an existing Red Hat Linux system willot turn your system into a high availability
server. However, upgrading you Red Hat Linux 2.0 (or greater) sytem will not delete
any existing data. The installation program updates the modular 2.2.x kernel and all
currently installed software packages. See Chapt&tating the Installatiorand
Chapter 5Upgrading Your Current Systefar those instructions.

2.2 System Requirements Table

Use the space provided to fill in your system settings and requirements. This will help
you keep a record of your current system, as well as make the installation process
easier.
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Table 2-1 System Requirements

Hard Drive(s) 1)
Number, size, type;
ex: IDE hda=1.2G

Partitions map 2)
of partitions and
mount points; ex:
/dev/hdal=/home
/dev/hda2=/

(fill this in once
you know where
they will reside).

Memory Amount 3)
of RAM installed
on your system; ex:
64MB, 128MB

CD-ROM Interface | 4)
Type; ex: SCSI,
IDE (ATAPI)

SCSI Adapter If 5)
present, make and
model number; ex:
BusLogic SCSI
Adapter, Adaptec
2940UW

Network Card If 6)
present, make and
model number; ex:
Tulip, 3COM 3C590
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Mouse Type,
protocol, and numbe
of buttons; ex:
generic 3 button PS/’
mouse, MouseMan 4
button serial mouse

7)

L4

Monitor: Make,
model, and
manufacturer
specifications; ex:
Optiquest Q53,
ViewSonic G773

8)

Video Card Make,
model number and
VRAM:; ex: Creative
Labs Graphics Blasts
3D, 8MB

9)

=

Sound Card Make,
chipset and model
number; ex: S3

SonicVibes, Sound
Blaster 32/64 AWE

10)

IP Address Four
numbers, separated
by dots; ex: 10.0.2.1
(contact your

11)

netadmin for help
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Netmask Usually
four numbers,
separated by dots;
ex: 255.255.248.0
(contact your
netadmin for help

12)

Gateway IP address
Four numbers,
separated by dots; e
10.0.2.245 ¢ontact
your netadmin for
help

o)

13)

One or more name
server IP Addresses
Usually one or more
sets of dot-separatec
numbers; ex: 10.0.2.
(contact your
netadmin for help

|

14)

Domain name the
name given to your
organization; ex:
Red Hat’'s would
be redhat.com
(contact your
netadmin for help

15)

Hostname the
name of your
computer; your
personal choice of
names excookie

southpark

16)
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3 Starting the Installation

This chapter explains how to start the Red Hat Linux installation process. We’ll cover
the following areas:

» Getting familiar with the installation program’s user interface;

» Starting the installation program;

» Selecting an installation method;

* Beginning the installation.

By the end of this chapter, the installation program will be running on your system,
and you will have begun the process of either installing or upgrading to Red Hat Linux
6.2.

3.1 The Installation Program User Interface

If you've used agraphical user interface (GUI) before, you'll be familiar with this
process. If not, simply use your mouse to navigate the screens, "click" buttons or
enter text fields. You can also navigate through the installation usingdtjeand

[Enter] keys.

Please Note

If you do not wish to use the GUI installation program, the
text mode installation program is also available. To enter
text mode, enter the following boot command:

boot: text

For text mode installation instructions, please refer to the
Official Red Hat Linux Reference Guide
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3.1.1 A Note about Virtual Consoles

The Red Hat Linux installation program offers more than the dialog boxes of the
installation process. Several different kinds of diagnostic messages are available to
you, in addition to giving you a way to enter commands from a shell prompt. It
presents this information on fiwértual consoles among which you can switch using

a single keystroke.

These virtual consoles can be helpful if you encounter a problem while installing
Red Hat Linux. Messages displayed on the installation or system consoles can help
pinpoint a problem. Please see Table 3chnsole, Keystrokes, and Contefds a

listing of the virtual consoles, keystrokes to switch to them, and their contents.

Table 3-1 Console, Keystrokes, and Contents

Console Keystrokes Contents

1 [Ctrl]-[Al]-[F1] installation dialog

2 [Ctrl]-[Al]-[F2] shell prompt

3 [Ctrl]-[Alt]-[F3] install log (messages from
installation program)

4 [CtrI]-[Alt]-[F4] system-related messages

5 [Ctrl]-[Alt]-[F5] other messages

7 [Ctrl]-[Alt]-[F7] X graphical display

Generally, there’s no reason to leave the default console (virtual console #7) unless
you are attempting to diagnose installation problems. But if you get curious, feel free
to look around.

3.2 Starting the Installation Program

Now it's time to begin installing Red Hat Linux. To start the installation, you must
first boot the installation program. Please make sure you have all the resources you'll
need for the installation. If you've already read through ChaptBefyre You Begin

and followed the instructions, you should be ready to begin.
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3.2.1 Booting the Installation Program

Please Note

If you need to create a boot disk, please refer to Section
2.1.6,Step 6 - How Do You Want to Start the Installation?

Insert the boot disk into your computer’s first diskette drive and reboot (or boot using
the CD-ROM, if your computer supports this). Your BIOS settings may need to be
changed to allow you to boot from the diskette or CD-ROM.

Tip
To change your BIOS settings, you will need to take note
of the instructions given when your computer first begins to
boot. Often you will see a line of text telling you to press
the[pel] key to enter the BIOS settings. Once you have done
whatever process is needed to enter your computer’s BIOS,
you can then change the boot order to allow your computer
to boot from the CD-ROM drive or diskette drive first when
bootable software is detected. For more information, please
refer to the documentation that came with your system.

There are four possible boot methods:

» Bootable CD-ROM— your machine supports a bootable CD-ROM drive and
you want to perform a local CD-ROM installation.

* Local boot disk— your machine will not support a bootable CD-ROM and you
want to install from a local CD-ROM or a hard drive.

* Network boot disk— use to install from NFS, FTP and HTTP installation meth-
ods.
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 PCMCIA boot disk— use in cases where you need PCMCIA support, but your
machine does not support booting from the CD-ROM davé you need PCM-
CIA support in order to make use of the CD-ROM drive on your system. This
boot disk offers you all installation methods (CD-ROM, hard drive, NFS, FTP,
and HTTP).

After a short delay, a screen containingfu®t: prompt should appear. The screen
contains information on a variety of boot options. Each boot option also has one or
more help screens associated with it. To access a help screen, press the appropriate
function key as listed in the line at the bottom of the screen.

You should keep two things in mind:

* The initial screen will automatically start the installation program if you take no
action within the first minute. To disable this feature, press one of the help screen
function keys.

» Ifyou press a help screen function key, there will be a slight delay while the help
screen is read from diskette.

Normally, you'll only need to presgnter] to boot. Watch the boot messages to see
whether the Linux kernel detects your hardware. If it does not properly detect your
hardware, you may need to restart the installation in "expert" mode. If your hardware
is properly detected, please continue to the next section.

Expert mode can be entered using the following boot command:

boot: linux expert
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Please Note

If you do not wish to perform a CD-ROM GUI installation,
you can choose to perform a text mode installation by using
the following boot command:

boot: text

For text mode installation instructions, please refer to the
Official Red Hat Linux Reference Guide

The command to startserial installation has changed. If
you need to perform the installation in serial mode, type:

boot: linux console= <device>

Where<device>should be the device you are using (such
as ttySoO or ttyS1).

Please Note

The initial boot messages will not contain any references to
SCSI or network cards. This is normal, since these devices
are supported by modules that are loaded during the instal-
lation process.

Options can also be passed to the kernel.
For example, to instruct the kernel to use all the RAM in a 128MB system, enter:

boot: linux mem=128M

After entering any options, pregsiter] to boot using those options.
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If you do need to specify boot options to identify your hardware, please make note of
them — they will be needed during the LILO configuration portion of the installation
(please see Section 4l@stalling LILO for more information).

Booting without diskettes

The Red Hat Linux/Intel CD-ROM can also be booted by computers that support
bootable CD-ROMs. Not all computers support this feature, so if yours can’t boot
from the CD-ROM, there is one other way to start the installation without using a
boot disk. The following method is specific to Intel-based computers only.

If you have MS-DOS installed on your system, you can boot directly from the
CD-ROM drive without using a boot disk.

To do this (assuming your CD-ROM is drige ), use the following commands:

C\> d:
D:\> cd \dosutils
D:\dosutils> autoboot.bat

This method will not work if run in a DOS window — treutoboot.bat  file must
be executed with DOS as the only operating system. In other words, Windows cannot
be running.

If your computer can’t boot directly from CD-ROM (and you can’t use a DOS-based
autoboot), you'll have to use a boot diskette to get things started.

3.3 Selecting an Installation Method

Next, you will be asked what type of installation method you wish to use. You can
install Red Hat Linux via the following basic methods:

CD-ROM

If you have a CD-ROM drive and the Red Hat Linux CD-ROM. Requires a
boot disk, a bootable CD-ROM or a PCMCIA boot disk.

Hard Drive
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If you copied the Red Hat Linux files to a local hard drive. Refer to@fe
ficial Red Hat Linux Reference Guider hard drive installation instructions.
Requires a boot disk or a PCMCIA boot disk.

NFS Image

If you are installing from an NFS Image server which is exporting the Red Hat
Linux CD-ROM or a mirror image of Red Hat Linux. Requires a network or
PCMCIA boot disk. Refer to th®fficial Red Hat Linux Reference Guidier
network installation instructions. Please note: NFS installations may also be
performed in GUI mode.

FTP

If you are installing directly from an FTP server. Requires a network or PCM-
CIA boot disk. Refer to th®fficial Red Hat Linux Reference Guifier FTP
installation instructions.

HTTP

If you are installing directly from an HTTP Web server. Requires a network or
PCMCIA boot disk. Refer to th®fficial Red Hat Linux Reference Guidier
HTTP installation instructions.

3.4 Beginning the Installation

If you are planning to install via CD-ROM using the graphical interface, please read
on.

Please Note

If you'd rather perform a text mode installation, reboot your
system and at thieoot: prompt, typetlext . Refer to the
Official Red Hat Linux Reference Guifter further instruc-
tions.
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3.4.1 Installing from CD-ROM

To install Red Hat Linux from CD-ROM, choose "CD-ROM" and selekt When
prompted, insert the Red Hat Linux CD into your CD-ROM drive (if you did not boot
from the CD-ROM). Once done, selemt, and presgnter].

The installation program will then probe your system and attempt to identify your
CD-ROM drive. It will start by looking for an IDE (also known as ATAPI) CD-ROM
drive. If found, you will continue to the next stage of the installation process (see
Section 3.5L.anguage Selectign

If a drive is not detected, you’'ll be asked what type of CD-ROM drive you have.
Choose from the following types:

SCSI

Select this if your CD-ROM drive is attached to a supported SCSI adapter; the
installation program will then ask you to choose a SCSI driver. Choose the
driver that most closely resembles your adapter. You may specify options for
the driver if necessary; however, most drivers will detect your SCSI adapter
automatically.

Other

If your CD-ROM drive is neither an IDE nor a SCSI, it's an "other." Sound
cards with proprietary CD-ROM interfaces are good examples of this CD-ROM
type. The installation program presents a list of drivers for supported CD-ROM
drives — choose a driver and, if necessary, specify any driver options.

Tip
A patrtial list of optional parameters for CD-ROM drives can

be found in theDfficial Red Hat Linux Reference Guida
the General Parameters and Modulappendix.
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What If the IDE CD-ROM Was Not Found?

If the installation program fails to find your IDE (ATAPI) CD-ROM (it asks you what
type of CD-ROM drive you have), restart the installation, and abtb&: prompt
entedinux hd X=cdrom . Replace th&'with one of the following letters, depend-

ing on the interface the unit is connected to, and whether it is configured as master
or slave:

* a - First IDE controller, master

* b - First IDE controller, slave

* ¢ - Second IDE controller, master
* d - Second IDE controller, slave

(If you have a third and/or fourth controller, simply continue assigning letters in al-
phabetical order, going from controller to controller, and master to slave.)

Once identified, you will be asked to insert the Red Hat Linux CD into your CD-ROM
drive. Selecbk when you have done so. After a short delay, the next dialog box will
appear.

After booting, the installation program begins by displaying the language screen.

Please Note

If you wish to abort the installation process at this time,
simply reboot your machine then eject the boot diskette or
CD-ROM. You can safely cancel the installation at any point
before theabout to Install screen, see Section 4.1B3repar-

ing to Install
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3.5 Language Selection

Please Note

Red Hat High Availability Server 1.0 supports only English
during the installation process.

Using your mouse, seleehglish as the language you would prefer to use for the
installation and as the system default (see Figure Baflguage Selectign

Figure 3-1 Language Selection

Online Help Language Selection

What language should he used during
the installation process?

Language
Selestion —
Which language would French
vou like to use during the G
installation and as the :—iunganan
system default once Red celandic
Hat Linuxis installed? IS
Italian
Choose from the list at Japane;e
ﬁght. Norweglan
Polish
Romanian
Russian
Slovak
aSlavenian
Spanish
Ukrainian
? Hide Help <] Back | = Mext

3.6 Keyboard Configuration

Choose the model that best fits your system (see FigureKeyhoard Configura-
tion). If you cannot find an exact match, choose the lmstric match for your
keyboard type (for exampl&generic 101-key PC ).
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Next, choose the correct layout type for your keyboard (for example, U.S. English).

Creating special characters with multiple keystrokes (such as N, O, and C) is done
using "dead keys" (also known as compose key sequences). Dead keys are enabled
by default. If you do not wish to use them, selegtble dead keys .

To test your configuration, use the blank text field at the bottom of the screen to enter
text.

Tip
To change your keyboard type post-installation, become
root and use théusr/sbin/kbdconfig command, or

you can typesetup at theroot prompt.

Figure 3-2 Keyboard Configuration

Online Help Keyboard Configuration
e
ju
<&
Keyboard
. . Model
Configuration el T0T—key FC £l
) Everex STEPnote J
What kind of keyboard Generic 101-key PC
do you have? Generic 102-key (Int)) PC
G 104-key PC
If you can't find an exact Enere &Y -
match, choose the Ly .
closest Generic tatch LlnSalE - £
(for example, Generic o =N
101-key PC), || | | 5. English we deadkeys
o - L
Then choose the layout Knitedikingdom /
type for your keybosard Dead Keys
{for xf_xampleJ W Disahle dead keys
English). Enahle dead keys

Entering special .
Eharacters {suchas N, Test your selection here:
G, and ) is done using
"dead keys" (also known /

9 Hide Help <l Back B Next

Type your "test" text herel
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3.7 Mouse Configuration

Choose the correct mouse type for your system. If an exact match cannot be found,
choose a mouse type that you are sure is compatible with your system (see Figure
3-3,Mouse Configuratiop

To determine your mouse’s interface, follow the mouse cable back to where it plugs

into your system. If the connector at the end of the mouse cable plugs into a rectan-
gular connector, you have a serial mouse; if the connector is round, you have a PS/2
mouse. If you are installing Red Hat Linux on a laptop computer, in most cases the

pointing device will be PS/2 compatible.

If you cannot find a mouse that you are sure is compatible with your system, select
one of theseneric entries, based on your mouse’s number of buttons, and its interface.

Figure 3-3 Mouse Configuration

Online Help house Configuration

=
Mouse FALPS GlidePoint (PS/2)

Configuration & ASCH
~&TI Bus Mouse

What kind of mouse do T+ Generic
vou have?  Button Mouse (PE/2)
2 Button Mouse (serial)

Do youhave a PS/2, Bus
or serial mouse? (Hint: If [

3 Button Mouse (PS/2)

3 Button Mouse (serial)

I

the connecter your B Genius
mouse plugs into is [ Kensingtan Thinking Maouse (PS/2)
round, you have a PS/2 Bt Lagitech
or a Bus mouse; if it's e M_M .
rectangular, it’s a serial EF Microsoft
mouse.) Fart | Device
Try to find an exact tyS0 fdewittyS0 (COMT undar DOS)
T ttyS1 fdewityS1 (COME under DOS)
) tyS2 fdewittyS2 (COM3 undar DOS)
:ﬁnltf;:f?uﬁﬁﬂe 1S3 /dewityS3 (COMA under DOS)
OI?E A compa?tlble _| Emulate 3 Buttans
with yours, Otherwise,
?  Hide Help <] Back [ Mext
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If you have a PS/2 or a Bus mouse, you do not need to pick a port and device. If you
have a serial mouse, you should choose the correct port and device that your serial
mouse is on.

The Emulate 3 Buttons check box allows you to use a two-button mouse as if it had
three buttons. In general, it's easiest to use the X Window System if you have a
three-button mouse. If you select this check box, you can emulate a third, "middle"
button by pressing both mouse buttons simultaneously.

Tip
To change your mouse configuration post-installation, be-

come root. You can then use thesr/sbin/mousec-
onfig command from the shell prompt.

To configure your mouse as a left-handed mouse, you can
reset the order of the mouse buttons. This can be done after
you have booted your Red Hat Linux system, by typipgn

-B 321 at the shell prompt.

3.8 Welcome to Red Hat High Availability Server

The "Welcome" screen (see Figure 3-Welcome to Red Hat High Availability
Servej does not prompt you for any installation input. Please read over the help text
in the left panel for additional instructions and information on where to register your
Official Red Hat Linux product.
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Figure 3—4 Welcome to Red Hat High Availability Server

Online Help ‘Welcome

Welcome to
Red Hat
High
Availability
Server

Welcome! This
installation process is
outlined in detail in the
installation guide. Please

redhat

manual before you begin

s stellation process HIGH AVAILABILITY
HTML and Postscript
copies of the manual are a

IS |

online, at
httpeffwrwrw redhat.comm,

2 Hide Help <] Back | [ Mest

Please notice theide Help button at the bottom left corner of the screen. The help
screen is open by default, but if you do not want to view the help information, click
on theHide Help to Minimize the screen.

Click on theNext button to continue.

3.9 Install Options

Choose whether you would like to perform a full installation or an upgrade (see Fig-
ure 3-5,Choosing Install or Upgrade Again, please keep in mind that you must
perform a full installation in order to use the high availability features of Red Hat
High Availability Server.

In the top right-hand corner of thestall Type screen there is a box you may select if
you wish to partition usindgdisk. Note thatfdisk is not as intuitive to use d3isk
Druid and is not selected by default. If you have not utigk before, you should
read about botfdisk andDisk Druid to determine which will best suit your needs.
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Figure 3-5 Choosing Install or Upgrade
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9 Hide Help <] Back | [ next

To perform a full GUI installation, please refer to Chaptdndtalling Red Hat Linux
6.2 for those instructions.

To perform an upgrade, please refer to Chapté&tggrading Your Current System
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4 Installing Red Hat Linux 6.2

Once you have finished this chapter, you will have completed a full installation of
Red Hat Linux 6.2.

If you need information about performing an upgrade, please refer to Chapipr 5,
grading Your Current Systefor those instructions.

4.1 Continuing the Installation

You usually install Red Hat Linux on a clean disk partition or set of partitions, or over

another installation of Linux.
WARNING I

Installing Red Hat Linux over another installation of
Linux (including Red Hat Linux) does not preserve any
information (files or data) from a prior installation.
Make sure you save any important files! If you are
worried about saving the current data on your existing
system (without making a backup on your own), you
should consider performing an upgrade instead (see
Chapter 5, Upgrading Your Current Systein

In choosing a full installation, you must also choose the class of the installation. Your
options includeCluster Server Or Custom .
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WARNING I

Do not choose this method if you're sharing a disk with
Windows NT; if you do, you will be unable to boot Win-
dows NT. LILO will write over NT’s boot loader and
you will be unable to boot NT. You must perform a cus-
tom-class installation and configure LILO so that it is
not installed on the Master Boot Record (MBR).

To create a dual-boot environment on a system that
currently has NT, you must install LILO on the first
sector of the root partition, not the MBR. Please be
sure to create a boot disk. In a case such as this, you
will either need to use the boot disk, or configure the
NT system loader to boot LILO from the first sector of
the root partition. Be sure to check out http://www.lin-
uxdoc.org/HOWTO/mini/Linux+NT-Loader.html  for
more information on setting up LILO and NT.

WARNING I

A cluster server-class installation will eraseall partitions
(both Linux and non-Linux) from every oneof your com-
puter’s hard drive(s).

Thecustom-class installatioallows you the most flexibility during your installation.

The workstation-class and server-class installations automatically go through the in-
stallation process for you and omit certain steps. During a custom-class installation,
it is up toyouhow disk space should be partitioned. You have complete control over
the packages that will be installed on your system. You can also determine whether
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you’ll use LILO (the Linux LOader) to boot your system. Unless you have prior
Linux experience, you should not select the custom-class installation method.

If you would like to know what steps are omitted by not performing a custom-class
installation please refer ehind the Scenes of a Custom-Class Installaitio8ec-
tion 2.1.7.

4.2 Partitioning with fdisk

PV VVVVVN
WY,

¢ CAUTION @

Unless you have previously usttisk and understand how
it works, we do not recommend that you uselisk Druid

is an easier and friendlier partitioning tool for those new to
partitioning their system. To exitlisk click Back to return

to the previous screen, deselédisk, and then clickvext.

This section applies only if you chose to usiésk to partition your system. If are
not usingfdisk, please skip to Section 4.8utomatic Partitioningor automatic par-
titioning or Section 4.4Partitioning Your Systerfor partitioning withDisk Druid.

If you have chosen to uddisk, the next screen (see Figure 4+disk) will prompt
you to select a drive to partition usiridisk.
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Figure 4-1 fdisk
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hard drive. -

[fyou decide that you
don’t want to use fdisk,
click Back to return to
the previous screen,
deselect Use ftisk, and
click Next to continue.

Cnce youhave
narttinned the driue /
? Hide Help <l Back | [ next

Once you have chosen which drive to partition, you will be presented witfditie
command screen (see Figure 4P2rtitioning with fdisk). If you are unsure as to
what command you should use, tyjae at the prompt for help. Please refer to the
Official Red Hat Linux Reference Guifter an overview offdisk. When you've fin-
ished making partitions, type to save your changes and quit. You will be taken
back to the originafdisk screen where you can choose to partition another drive or
continue with your installation.
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Figure 4—-2 Partitioning with fdisk
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to get you started:
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partddoen.

#d——Deletes a
partiton.

# p —— Prints out
the partition table.

9 Hide Help <] Back | B Mext |

After you have partitioned your drive(s), clickxt. You will then useDisk Druid to
assignmount points to your partitions.

You will not be able to add new partitions usiBgsk Druid, but you will be able to
edit those you have already created.
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Figure 4-3 Editing with Disk Druid
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Drive |Geom [C/HS] | Total (M) Free (M)|Used (M)| Used (%)
74 B3] B143M Orl - B145M 100%

Skip to Section 4.5Choose Partitions to Formdor further installation instructions.

4.3 Automatic Partitioning

Automatic Partitioning allows you to perform an installation without hav-
ing to partition your drive(s) yourself. If you do not feel comfortable with partitioning
your system, it is recommended tltit notchoose to partition manually and instead
let the installation program partition for you.

The Automatic Partitioning screen is only seen when performing a work-
station- or server-class installation. If you are performing a custom-class installation,
or choose to manually partition, please refer to SectionRagijtioning Your System

In this screen, you can choose to continue with this installation, to partition manu-
ally, or use thesack button to choose a different installation method (see Figure 4—4,
Automatic Partitioning.
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If you do not want to lose some or all of your data, you should either choose to
partition manually or choose a different installation class.

Figure 4—-4 Automatic Partitioning

Online Help Install Window
= | “ou are about to erase any preexisting Linux installations an your
system.
Automatic I you don't want to do this, you can continue with this install by
I g patitioning manually, or you can go back and perforn a fully
Pa['tltlonlrlg customized installation.

Are you sure?

Youwil lose data by
performing a
workstafion installation.

This class of installation
will remove ALL data on - FEmEeE dEE
ALL existing Linus |

partifions on ALL disk ~ Manually patition
drives.

If you want to preserve
data on existing Limux
partifons, you should
choose to partiton
manually or choose a
customn—class /

9 Hide Help <] Back B Next

FVVVVV VN
VOV,

¢ CAUTION @

A cluster server-class installation will remove all data on
all partitions of all hard drives

If you have another OS on your system that you wish to keep
installed, if you do not want Red Hat Linux to be installed on
your master boot record (MBR), or if you want to use a boot
manager other than LILO, do not choose this installation
method.
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If you are unsure how you want your system to be partitioned, please read the chapter
on partitioning in theOfficial Red Hat Linux Reference Guide

4.4 Partitioning Your System

If you are performing a workstation- or server-class installation and you cluise
partition manually, please skip to Section AN&twork Configuration

At this point, it's necessary to let the installation program know where it should install
Red Hat Linux. This is done by defining mount points for one or more disk partitions
in which Red Hat Linux will be installed. You may also need to create and/or delete
partitions at this time (refer to Figure 4-Bartitioning with Disk Druid.

Please Note

If you have not yet planned how you will set up your parti-
tions, refer to the partitioning appendix in tidficial Red

Hat Linux Reference GuideAs a bare minimum, you'll
need an appropriately-sized root partition, and a swap par-
tition of at least 16 MB.
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Figure 4-5 Partitioning with Disk Druid
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The partitioning tool used in Red Hat Linux 6.20sk Druid. With the exception of
certain esoteric situationBjsk Druid can handle the partitioning requirements for a
typical Red Hat Linux installation.

4.4.1 Partition Fields

Each line in the "Partitions" section represents a disk partition. Each line in this
section has five different fields:

(M) Free (M) Used (M)

Geam [C/HS] | Total
B3] 61498 Ok B149M 100%

Mount Point .

A mount point is the location within the directory hierarchy at which a volume
exists. The volume is said to be mounted at this location. This field indicates
where the partition will be mounted. If a partition exists, but is "not set" you
need to define its mount point. Double-click on the partition or usedhdey.

Unless you have a reason for doing otherwise, we recommend that you create
the following partitions:




62

Chapter 4:Installing Red Hat Linux 6.2

Device .

A swap partition (at least 16MB) — Swap partitions are used to support
virtual memory. In other words, data is written to a swap partition when
there is not enough RAM to store the data your system is processing. If
your computer has 16MB of RAM or less, yawsicreate a swap partition.
Even if you have more memory, a swap partition is still recommended. The
minimum size of your swap partition should be equal to your computer’s
RAM, or 16MB (whichever is larger).

A /boot partition (16MB, maximum) — The partition mounted on
/boot contains the operating system kernel (which allows your system to
boot Red Hat Linux), along with files used during the bootstrap process.
Due to the limitations of most PC BIOSes, creating a small partition to
hold these files is a good idea. This partition should be no larger than
16MB.

A root partition (700MB-1.7GB) — This is wherd ™ (the root direc-
tory) resides. In this setup, all files (except those stordbdaot ) reside
on the root partition. A 700MB root partition will permit the equivalent of
a workstation-class installation (witrerylittle free space), while a 1.7GB
root partition will let you install every package.

This field displays the partition’s device name.

Requested :

This field shows the partition’s original size. To re-define the size, you must
delete the current partition and recreate it usingafebutton.

Actual .

This field shows the space currently allocated to the partition.

Type.

This field shows the partition’s type (such as Linux Native or DOS).
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4.4.2 Problems When Adding a Partition

If you attempt to add a partition arigisk Druid can’t carry out your request, you'll

see a dialog box listing partitions that are currently unallocated, along with the rea-
son they could not be allocated. Unallocated partition(s) are also displayBsion
Druid’s main screen (though you may have to scroll through the "Partitions” section
to see them).

As you scroll through theartitions  section, you might see an "Unallocated Requested
Partition" message (in red text), followed by one or more partitions. A common rea-
son for this is a lack of sufficient free space for the partition. In any case, the rea-
son the partition remains unallocated will be displayed after the partition’s requested
mount point.

To fix an unallocated requested partition, you must move the partition to another drive
which has the available space, resize the patrtition to fit on the current drive, or delete
the partition entirely. Make changes using t#ue button or by double clicking on

the partition.

4.4.3 Drive Summaries

Each line in theorive summaries section represents a hard disk on your system. Each
line has the following fields:

Drive .
This field shows the hard disk’s device name.
Geom [C/H/S] .

This field shows the hard diskggometry . The geometry consists of three num-
bers representing the number of cylinders, heads and sectors as reported by the
hard disk.

Total :
This field shows the total available space on the hard disk.
Free:

This field shows how much of the hard disk’s space is still unallocated.
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Used:

These fields show how much of the hard disk’s space is currently allocated to
partitions, in megabytes and percentage.

The Drive summaries  section is displayed only to indicate your computer’s disk con-
figuration. It is not meant to be used as a means of specifying the target hard drive
for a given partition. That is done using th&wable Drives field in Section 4.4.5,
Adding Partitions

4.4.4 Disk Druid’s Buttons

These buttons contrd@isk Druid’s actions. They are used to add and delete parti-
tions, and to change partition attributes. There are also buttons that are used to accept
the changes you’ve made, or to eRisk Druid. Let’s take a look at each button in
order.

Add
used to request a new partition. When selected, a dialog box will appear con-
taining fields (such as mount point and size) that must be filled in.

Edit:
used to modify attributes of the partition currently selected in the "Partitions”
section. Selectingdit will open up a dialog box. Some or all of the fields can
be edited, depending on whether the partition information has already been
written to disk.

Delete:
used to remove the partition currently highlighted in theent Disk Partitions
section. You'll be asked to confirm the deletion of any patrtition.

Reset.

used to restor®isk Druid to its original state. All changes made will be lost
if you Reset the partitions.

Make RAID Device .
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Make RAID Device can be used if you want to provide redundancy to any or all
disk partitions.It should only be used if you have experience using RAD.
read more about RAID, please refer to B#icial Red Hat Linux Reference
Guide

4.4.5 Adding Partitions

To add a new partition, select thhad button. A dialog box will appear (see Figure
4-6,Adding a Partitior).

Please Note

You will need to dedicate at least one patrtition to Red Hat
Linux, and optionally more. This is discussed more com-
pletely in Appendix C in thefficial Red Hat Linux Refer-
ence Guide

Figure 4—6 Adding a Partition

Mount Point: || | f|

Size (Megs): |1
_| Growe to fill disk?

Parition Type: Linux native -l |

Allowable Drives:

Ok | Cancel
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Mount Point : Highlight and enter the partition’s mount point. For example, if
this partition should be the root partition, enterenter/boot for the/boot
partition, and so on. You can also use the pull-down menu to choose the correct
mount point for your partition.

Size (Megs): Enter the size (in megabytes) of the partition. Note this field starts
with a "1" in it; unless changed you’ll end up with a 1 MB partition.

Grow to fill disk : This check box indicates if the size you entered in the previous
field is to be considered the partition’s exact size, or its minimum size. When
selected, the partition will grow to fill all available space on the hard disk. The
partition’s size will expand and contract as other partitions are modified. You can
make multiple partitions growable; if you do, the additional free space will be
shared among all growable partitions.

Partition Type : This field contains a list of different partition types (such as Linux
Native or DOS). Select the appropriate partition type by using the mouse.

Allowable Drives : This field contains a list of the hard disks installed on your
system. If a hard disk’s box is highlighted, then a desired partition can be created
on that hard disk. If the box isotchecked, then the partition willeverbe created
on that hard disk. By using different check box settings, you can diiektDruid
to place partitions as you see fit, or Risk Druid decide where partitions should

go.
ok: Selectok once you're satisfied with the settings, and wish to create the par-
tition.

cancel . Selectcancel if you don’t want to create the partition.

4.4.6 Editing Partitions

To edit a partition, select theiit button or double-click on the existing partition (see
Figure 4—7 Editing a Partition).
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Figure 4—7 Editing a Partition
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aize (Megs): 217
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Please Note

If the partition already existed on your hard disk, you will
only be able to change the partition’s mount point. If you
want to make any other changes, you will need to delete the
partition and recreate it.

4.4.7 Deleting a Partition

To delete a partition, highlight it in the "Partitions"” section and double-clicbéhke:
button. You will be asked to confirm the deletion.

4.5 Choose Partitions to Format

Choose the partitions that you would like to format. All newly created partitions
should be formatted. In addition, any existing partitions that contain data you no
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longer need should be formatted. However, partitions sudase or /usr/lo-
cal must not be formatted if they contain data you wish to keep (see Figure 4-8,
Choosing Partitions to Format

Figure 4-8 Choosing Partitions to Format

Onling Help Choosge patitions to Format
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prevent data from being
written to them in the
future. /

? Hide Help <] Back | = Mext |

If you wish to check for bad blocks while formatting each filesystem, please make
sure to select theneck for bad blocks option.

Checking for bad blocks can help prevent data loss by locating the bad blocks on a
drive and making a list of them to prevent using them in the future.

4.6 Installing LILO

If you're performing a workstation- or server-class installation, please skip ahead to
Section 4.8Time Zone Configuratian

In order to be able to boot your Red Hat Linux system, you usually need to install
LILO (the LInux LOader). You may install LILO in one of two places:

The master boot record (MBR)
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The recommended place to install LILO, unless the MBR already starts another
operating system loader, such System Commander or OS/2’s Boot Manager.
The master boot record is a special area on your hard drive that is automatically
loaded by your computer’s BIOS, and is the earliest point at which LILO can
take control of the boot process. If you install LILO in the MBR, when your
machine boots, LILO will presentlaoot: prompt. You can then boot Red

Hat Linux or any other operating system you configure LILO to boot.

The first sector of your root partition

Recommended if you are already using another boot loader on your system
(such as OS/2’s Boot Manager). In this case, your other boot loader will take
control first. You can then configure that boot loader to start LILO (which will
then boot Red Hat Linux).

If you choose toinstall LILO, please select where you would like LILO to be installed
on your system (see Figure 449L.O Configuratior). If your system will use only

Red Hat Linux you should choose the master boot record (MBR). For systems with
Win95/98, you also should install LILO to the MBR so that LILO can boot both
operating systems.

If you have Windows NT (and you want to install LILO) you should choose to in-
stall LILO on the first sector of the root partition, not the MBR. Please be sure to
create a boot disk. In a case such as this, you will either need to use the boot disk,
or configure the NT system loader to boot LILO from the first sector of the root
partition. Be sure to check out http://www.linuxdoc.org/HOWTO/mini/Linux+NT-
Loader.html for more information on setting up LILO and NT.

FVVVVV VN
VOV,

¢ CAUTION @

If you choose not to install LILO for any reason, you will not
be able to boot your Red Hat Linux system directly, and will
need to use another boot method (such as a boot diskette).
Use this option only if you are sure you have another way
of booting your Red Hat Linux system!
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TheUse linear mode button is selected by default. In most cases, linear mode
should be enabled; if your computer cannot use linear mode to access your hard
drives, deselect this option.

Figure 4-9 LILO Configuration
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If you wish to add default options to the LILO boot command, enter them into the
kernel parameters field. Any options you enter will be passed to the Linux kernel
every time it boots.

Bootable Partition — Every bootable partition is listed, including partitions used by
other operating systems. The "Boot label" column will be filled in with the word
linux on the partition holding your Red Hat Linux system’s root filesystem. Other
partitions may also have boot labels. If you would like to add boot labels for other
partitions (or change an existing boot label), click once on the partition to select it.
Once selected, you can change the boot label.
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Please Note

The "Boot label" column lists what you must enter at
LILO’s boot: prompt in order to boot the desired operat-
ing system. However, if you forget the boot labels defined
on your system, you can always pregso] at LILO’s
boot: prompt to display a list of defined boot labels.

4.6.1 Configuring LILO

*  Create bootdisk — Thecreate boot disk 0ption is checked by default. If you do not
want to create a boot disk, you should deselect this option. However, we strongly
urge you to create a boot disk. A boot disk can be handy for a number of reasons:

— Use It Instead of LILO — You can use a boot disk instead of LILO. This
is handy if you're trying Red Hat Linux for the first time, and you’'d feel
more comfortable if the boot process for your other operating system is left
unchanged. With a boot disk, going back to your other operating system is as
easy as removing the boot disk and rebooting.

— Use It If Another Operating System Overwrites LILO — Other operating
systems may not be as flexible as Red Hat Linux when it comes to supported
boot methods. Quite often, installing or updating another operating system
can cause the master boot record (originally containing LILO) to be overwrit-
ten, making it impossible to boot your Red Hat Linux installation. The boot
disk can then be used to boot Red Hat Linux so you can reinstall LILO.

* Donotinstall LILO — if you have Windows NT installed on your system, you may
not want to install LILO. If you choose not to install LILO for this reason, make
sure that you have chosen to create a boot disk; otherwise you will not be able to
boot Linux. You can also choose to skip LILO if you do not want to write LILO
to your hard drive.
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Tip
To use the boot disk with rescue mode, you have several
options:

* Using the CD-ROM to boot, typknux rescue at
theboot: prompt.

* Using the network boot disk, tygmux rescue  at
theboot: prompt. You will then be prompted to pull
the rescue image from the network.

* Using the boot disk included with the Red Hat Linux
boxed set, typknux rescue  attheboot: prompt.
You then pick an installation method and choose a valid
installation tree to load from.

For more information regarding rescue mode, refer to the
System Administratiochapter of théfficial Red Hat Linux
Reference Guide

4.6.2 Alternatives to LILO

If you do not wish to use LILO to boot your Red Hat Linux system, there are several
alternatives:

Boot Disk

As previously stated, you can use the boot disk created by the installation pro-
gram (if you elected to create one).

LOADLIN

You can load Linux from MS-DOS. Unfortunately, it requires a copy of the
Linux kernel (and an initial RAM disk, if you have a SCSI adapter) to be avail-
able on an MS-DOS patrtition. The only way to accomplish this is to boot your
Red Hat Linux system using some other method (e.g., from LILO on a diskette)
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and then copy the kernel to an MS-DOS partitic@ADLIN is available from
ftp://metalab.unc.edu/pub/Linux/system/boot/dualboot/ and associated mirror
sites.

SYSLINUX

An MS-DOS program very similar ta OADLIN. It is also available from
ftp://metalab.unc.edu/pub/Linux/system/boot/loaders/ and associated mirror
sites.

Some commercial bootloaders

For example, System Commander and Partition Magic, which are able to boot
Linux (but still require LILO to be installed in your Linux root partition).

4.6.3 SMP Motherboards and LILO

This section is specific to SMP motherboards only. If the installer detects an SMP
motherboard on your system, it will automatically create timoconf entries,
rather than the usual single entry.

One entry will be calledinux and the other will be calleinux-up. Thelinux will

boot by default. However, if you have trouble with the SMP kernel, you can elect
to boot thelinux-upentry instead. You will retain all the functionality as before, but
you will only be operating with a single processor.

4.7 Network Configuration

If you have a network card and have not already configured your networking infor-
mation, you now have the opportunity to configure networking (as shown in Figure
4-10,Network Configuration

Please Note

If your system has more than one Ethernet card, please make
sure you configurdoth cards. Select the card by clicking
on the device name tab.
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Choose your device type and whether you would like to configure using DHCP. If
you have multiple Ethernet devices, each device will keep the information you have
provided. You may switch between devices, for exangtl® andethl , and the
information you give will be specific to each device. If you selegiate on boot |,

your network interface will be started when you boot. If you do not have DHCP
client access or are unsure as to what this information is, please contact your network
administrator.

Next enter, where applicable, the Address, Netmask, Network, and Broadcast
addresses. If you are unsure about any of these, please contact your network
administrator.

Figure 4-10 Network Configuration

Online Help Metwark Configuration
3 ethi |
_I Configure using DHCP
Network : ¢
. . I~ Activate on boot
Configuration
1P Add (19216801
If you hawve anetwork e e
card, you can set up your Metmask:  [255.255.255.0
networking information. MNetwork: 192.1658.0.254

Otherwise, click Next to
proceed.

Broadcast:  |192.168.01

Choose your network
card and whether you Hostname: sparky.redhat.com

would like to configure oo cang |
2 Gat : 192.168.0.1

using DHCP, If you have stewsy I

multiple Ethernet Primary DME: 20717542153

devices, each device will Secondary DNS:

havej i e Tetnary DNS:

configuration screen.

You can switch between

device screens, (for
example eth0 and ethl);
the infarmatian wou sive. /
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Even if your computer is not part of a network, you can
enter a hostname for your system. Take this opportunity to
enter in a name, if you do not, your system will be known

aslocalhost

Tip

Finally, enter thezateway andprimary DNS (and if applicable theecondary DNS and

Ternary DNS ) addresses.

4.8 Time Zone Configuration

You can set your time zone either by selecting your computer’s physical location, or
by your time zone’s offset from Universal Coordinated Time (also known as UTC).

Figure 4-11 Configuring Time Zone

~Online Help

Time Zone
Selection

You can set your Hime
zone either by selecting
your computer’s
physical location, or by
your time zone’s offset
from Universal
Coordinated Time {also
knowm as UTC).

Notce the twro tabs at
the top of the screen.
The first tab offers you
the ability to configure by
location. With this option,
you can choose your
view. In choosing View,
your options are: World,
Warth America. South

=
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Notice the two tabs at the top of the screen (see Figure 4drifiguring Time Zone
The first tab offers you the ability to configure by location. With this option, you can
choose your view. In choosingew, your options areworld, North America , South
America , Pacific Rim , Europe , Africa , andasia.

From the interactive map, you can also click on a specific city, as indicated by the
yellow dots; a rec will appear indicating your selection. You can also scroll through
a list and choose your desired time zone.

The second tab offers you the ability to use the UTC offset. UTC presents you with
a list of offsets to choose from, as well as an option to set daylight saving time.

For both tabs, there is the option of selectsygiem Clock uses UTC . Please select this
if you know that your system is set to UTC.

Tip
If you wish to change your time zone configuration after

you have booted your Red Hat Linux system, become root
and use théusr/sbhin/timeconfig command.

4.9 Account Configuration

TheAccount Configuration screen allows you to set your root password. Addition-
ally, you can set up user accounts for you to log into once the installation is complete
(see Figure 4—120ccount Creatioh
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Figure 4-12 Account Creation
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9 Hide Help <] Back | B Next

4.9.1 Setting the Root Password

The installation program will prompt you to setoat password for your system.

The root password must be at least six characters long; the password you type is not
echoed to the screen. You must enter the password twice; if the two passwords do
not match, the installation program will ask you to enter them again.

You should make the root password something you can remember, but not something
that is easy for someone else to guess. Your name, your phone ngmubds;, pass-

word, root, 123456 andanteater are all examples of poor passwords. Good pass-
words mix numerals with upper and lower case letters and do not contain dictionary
words: Aard387vark or 420BMttNT, for example. Remember that the password is
case-sensitive. Write down this password and keep it in a secure place.
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Please Note

Theroot user (also known as theuperuser) has complete
access to the entire system; for this reason, logging in as the
root user is best donenly to perform system maintenance
or administration.

4.9.2 Setting Up User Accounts

If you choose to create a user account now, you will have an account to log in to once
the installation has completed. This allows you to safely and easily log into your
computer without having to beot to create other accounts.

Enter an account name. Then enter and confirm a password for that user account.
Enter the full name of the account user and pressr]. Your account information

will be added to the account list, clearing the user account fields so you can add
another user.

You can also choosew to add a new user. Enter the user’s information and use the
Add button to add the user to the account list.

You can alscdit or Delete the user accounts you have created or no longer want.

4.10 Authentication Configuration

If you are performing a workstation-class installation, please skip ahead to Section
4.12,GUI X Configuration Toal

If you are performing a server-class installation, please skip ahead to Section 4.13,
Preparing to Install

You may skip this section if you will not be setting up network passwords. If you
are unsure as to whether you should do this, please ask your system administrator for
assistance.

Unless you are setting ups authentication, you will notice that botps andshadow
passwords are selected (see Figure 4ALB)entication Configuration We recom-
mend you use both to make your machine as secure as possible.
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To configure the NIS option, you must be connected to an NIS network. If you are
unsure whether you are connected to an NIS network, please ask your system admin-
istrator.

Figure 4-13 Authentication Configuration
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* MD5Password — allows a long password to be used (up to 256 characters), instead
of the standard eight letters or less.

*  Shadow Password — provides a secure method of retaining passwords. The pass-
words are stored ifetc/shadow , which is readable only by root.

*  Enable NIS — allows you to run a group of computers in the same Network Infor-
mation Service domain with a common password and group file. There are two
options to choose from here:

— NIS bomain — this option allows you to specify which domain or group of
computers your system belongs to.
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— Nis server — this option causes your computer to use a specific NIS server,
rather than "broadcasting" a message to the local area network asking for any
available server to host your system.

4.11 Package Group Selection

After your partitions have been selected and configured for formatting, you are ready
to select packages for installation.

You can selectomponents which group packages together according to func-

tion (for example,C Development , Networked Workstation

, or Web

Server ), individual packages or a combination of the two.

To select a component, click on the check box beside it (see Figure Ratkage

Group Selection

Figure 4-14 Package Group Selection
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Select each component you wish to install. Selecirgrything  (which can be
found at the end of the component list) installs all packages included with Red Hat
Linux. Selecting every package will require close to 1.7GB of free disk space.

To select packages individually, check #gct Individual Packages box at the bottom
of the screen.

4.11.1 Selecting Individual Packages

After selecting the components you wish to install, you can select or deselect individ-
ual packages. The installation program presents a list of the packages in that group,
which you can select or deselect using your mouse (see Figure 8elEsting Indi-

vidual Packages

Figure 4-15 Selecting Individual Packages

Individual Package Selection

3 Amusements

e g @ @ @

CHE3Development ElectricFence autocont automake

Up
CaDebuggers
s e e @ @
CaLibraries
C3System hison bt byace cdecl
i Tools g:

C@Documentation
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3 User Interface compat -binutils cprota ctags 22

CHEg X1
L caLibraries B
E@linuxconf{Group) / 7
Mame: ctags-3.2-1 Package Details
Size: 146.8 KBytes _1 Select Package For Ingtallation

Ctags generates an index (or tag) file of C language objects found in C source and header files. The
index makes it easy for texd editars ar other utilities to locate the indexed items. Ctags can also
generate a cross reference file which lists information about the various objects found in a set of C

| E—

language files in human readakle form. Exuberant Ctags improves on ctags because it can find all
types of C language tags, including macro definitions, enumerated values (values inside enum{..]),
function and method definitions, enum/struct/union tags, external function prototypes, typedef names /

9 Show Help <] Back | B Next |

Onthe left side of the screen you will see a directory listing of various package groups.
When you expand this list (double-click to select it) and double-click on a single di-
rectory, the list of packages available for installation will appear on the right.
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To select an individual package, double-click on it, or click on it once to highlight
it and click on theselect Package For Installation  button below. A red check mark will
appear on any of the packages you have selected for installation.

To read information about a particular package before choosing it for installation,
left-click on it once to highlight it, and the information will appear at the bottom of
the screen along with the name and size of the package.

Please Note

Some packages (such as the kernel and certain libraries) are
required for every Red Hat Linux system and are not avail-
able to select or deselect. Thémese packageare selected

by default.

4.11.2 Unresolved Dependencies

Many software packages, in order to work correctly, depend on other software pack-
ages that must be installed on your system. For example, many of the graphical Red
Hat system administration tools require thyghon andpythonlib packages. To make

sure your system has all the packages it needs in order to be fully functional, Red Hat
Linux checks these packadgependenciegach time you install or remove software
packages.

If any package requires another package which you have not selected to install, the
program presents a list of theseresolved dependencieand gives you the oppor-
tunity to resolve them (see Figure 4—-1fresolved Dependencies

The unresolved Dependencies  screen will only appear if you are missing certain pack-
ages that are needed by your selected packages. Under the list of missing packages,
there is annstall packages to satisfy dependencies ~ check box at the bottom of the screen
which is selected by default. If you leave this checked, the installation program will
resolve package dependencies automatically by adding all required packages to the
list of selected packages.
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Figure 4-16 Unresolved Dependencies
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4.12 GUI X Configuration Tool

If you decided to install the X Window System packages, you now have the opportu-
nity to configure an X server for your system. If you did not choose to install the X
Window System packages, skip ahead to Section 4nb4alling Packages

4.12.1 Configuring Your Monitor

Xconfigurator, the X Window System configuration tool, first presents a list of mon-
itors for you to choose from. In the list, you can either use the monitor that is autode-
tected for you, or choose another monitor.
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Figure 4-17 Monitor Selection

Online Help Maonitar Configuration

X
Configuration

The installation program
will now atternpt to
defect your monitor to
defermine your
machine’s best display
seftings, If the monitor -
cannot be detected,
choose the menitor that
bestmatches the model
attached to this
computer from the
monitors listed.
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horizontal and vertical o
synchronization ranges Horizontal Sync Werical Sync

7|

for your monitor. These |30_54 kHz |5g_1gg Hz
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If your monitor does not appear on the list, select the most approéaéec model
available. If you do select @eneric monitor, Xconfigurator will suggest horizontal

and vertical sync ranges. These values are generally available in the documentation
which accompanies your monitor, or from your monitor’s vendor or manufacturer;
please check your documentation to make sure these values are set correctly.

FVVVVVVN
VOV,

¢ CAUTION @

Do not select a monitaimilar to your monitor unless you
are certain that the monitor you are selecting does not ex-
ceed the capabilities of your monitor. Doing so may over-
clock your monitor and damage or destroy it.

Also presented are the horizontal and vertical rangestbanfigurator suggests.
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Click Next when you have finished configuration of your monitor.

4.12.2 Video Hardware Configuration

Next, Xconfigurator will probe for any video hardware you have (see Figure 4-18,
Videocard Setup Failing that,Xconfigurator will present a list of video cards and
monitors for you to select from.

If your video card does not appear on the liSEree86may not support it. However,

if you have technical knowledge about your card, you may choeiggd card and
attempt to configure it by matching your card’s video chipset with one of the available
X servers.

Figure 4-18 Videocard Setup
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Next, Xconfigurator prompts you for the amount of video memory installed on your
video card. If you are not sure, please consult the documentation accompanying your
video card. You will not damage your video card by choosing more memory than is
available, but the XFree86 server may not start correctly if you do.

<] Back | = Mext |
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Once your hardware has been determined, you can test the configuration settings. We
recommend that you do test your configuration to make sure that the resolution and
color is what you want to work with.

If you would like to customize the X configuration, please make suretk®mize

X Configuration button is selected. If you choose to customize, you will be presented
with another screen that lets you select what your resolution should be (see Figure
4-19,X Customizatiop Again, you will have the option of testing the configuration.

Figure 4-19 X Customization
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P Hide Help <] Back | B Next

You may also choose texip X Configuration  if you would rather configure X after the
install or not at all.

4.13 Preparing to Install

You will now see a screen preparing you for the installation of Red Hat Linux (see
Figure 4—20Ready to Insta)l
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WARNING I

If, for some reason, you would rather not continue with
the installation process, this is your last opportunity to
safely cancel the process and reboot your machine. Once
you press thenext button, partitions will be written and
packages will be installed. If you wish to abort the instal-
lation, you should reboot now before your hard drive(s)
are rewritten.

Figure 4-20 Ready to Install
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4.14 Installing Packages

At this point there’s nothing left for you to do until all the packages have been in-
stalled (see Figure 4-2Ihstalling Packages How quickly this happens depends on
the number of packages you've selected, and your computer’s speed.

Figure 4-21 Installing Packages
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4.15 Boot Disk Creation

If you chose to to create a boot disk, you should now insert a blank, formatted diskette
into your floppy drive (see Figure 4—2€reating Your Boot Disk

After a short delay, your boot disk will be created; remove it from your floppy drive
and label it clearly. Note that if you would like to create a boot disk after the instal-
lation, you'll be able to do so. For more information, please seertkizootdisk

man page, by typinghan mkbootdisk at the shell prompt.

If you boot your system with the boot disk (instead of LILO), make sure you create
a new boot disk if you make any changes to your kernel.
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Figure 4-22 Creating Your Boot Disk
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4.16 Installation Complete
Congratulations! Your Red Hat Linux 6.2 installation is now complete!

The installation program will prompt you to prepare your system for reboot (see Fig-
ure 4-23nstallation Complete Don't forget to remove any diskette in the floppy
drive or CD in the CD-ROM drive. If you did not install LILO, you’ll need to use
your boot disk now.

After your computer’s normal power-up sequence has completed, you should see
LILO’s standard prompt, which iboot: . At theboot: prompt, you can do any
of the following things:

» Presgenter] — Causes LILO’s default boot entry to be booted.

» Enter a Boot Label, followed bjnter) — Causes LILO to boot the operating
system corresponding to the boot label. (Prgsat theboot: for a list of valid
boot labels.)




90 Chapter 4:Installing Red Hat Linux 6.2

* Do Nothing — After LILO’s timeout period, (which, by default, is five seconds)
LILO will automatically boot the default boot entry.

Figure 4-23 Installation Complete
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Do whatever is appropriate to boot Red Hat Linux. You should see one or more
screens of messages scroll by. Eventually, you should $egim  prompt or a

GUI login screen (if you installed the X Window System and chose to start X auto-
matically).
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Tip
If you're not sure what to do next, we suggest you begin
with the Official Red Hat Linux Getting Started Guides
an introduction to using Red Hat Linux. Tlg@fficial Red
Hat Linux Getting Started Guideovers topics relating to
the basics of your system.

If you are a more experienced user looking for information
on system configuration or administration topics, you may
find the Official Red Hat Linux Reference Guitebe more
helpful.
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5 Upgrading Your Current System

This chapter explains those steps you'll see while performing an upgrade of Red Hat
Linux 6.2.

5.1 What it Means to Upgrade

The installation process for Red Hat Linux 6.2 includes the ability to upgrade from
prior versions of Red Hat Linux (version 2.0 and later) which are based on RPM
technology.

Please Note

Performing an upgrade wiNOT turn an existing Red Hat
Linux system into a high availability server! Yanustper-
form a fresh Red Hat Linux installation in order to properly
install Red Hat High Availability Server!

Upgrading your system installs the modular 2.2.x kernel as well as updated versions
of the packages which are currently installed on your machine. The upgrade process
preserves existing configuration files by renaming them using@msave ex-
tension (e.g.sendmail.cf.rpmsave ) and leaves a log of the actions it took in
/tmp/upgrade.log . As software evolves, configuration file formats can change,

so you should carefully compare your original configuration files to the new files be-
fore integrating your changes.
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Please Note

Some upgraded packages may require that other packages
are also installed for proper operation. If you choose to cus-
tomize your packages to upgrade, you may be required to
resolve anydependencproblems. Otherwise, the upgrade
procedure takes care of these dependencies, but it may need
to install additional packages which are not on your existing
system.

5.2 Upgrading Your System

At this point, you should have chosepgrade as your preferred installation type (see
Figure 5—-1,Choosing to Upgrade

Figure 5-1 Choosing to Upgrade
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5.3 Customizing Your Upgrade

Next, you must choose whether to let the installation program upgrade your system
for you or if you would like to customize your packages to be upgraded (see Figure
5-2,Upgrade Customizatign

If you click Next and thecustomize packages to upgrade  button is not selected, your
system will automatically begin the upgrade process (see SectiotJpdFading
Packageys

If you want to customize your upgrade packages, select this option and then click
Next.

Figure 5-2 Upgrade Customization
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5.4 Selecting Packages to Upgrade

Here, you are given the opportunity to choose which packages you would like to
upgrade (see Figure 5-Bidividual Package Selectipn




96

Chapter 5:Upgrading Your Current System

Onthe left side of the screen you will see a directory listing of various package groups.
When you expand this list (double-click to select it) and double-click on a single di-
rectory, the list of packages available for installation will appear on the right.

To select an individual package, double-click on it, or click on it once to highlight
it and click on theselect Package For Installation  button below. A red check mark will
appear on any of the packages you have selected for installation.

To read information about a particular package before choosing it for installation,
left-click on it once to highlight it, and the information will appear at the bottom of
the screen along with the name and size of the package.

Please Note

Some packages (such as the kernel and certain libraries) are
required for every Red Hat Linux system and are not avail-
able to select or deselect. Thdmese packageare selected

by default.
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Figure 5-3 Individual Package Selection
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5.4.1 Unresolved Dependencies

If any package requires another package which you have not selected to install, the

program presents a list of theseresolved dependencieand gives you the oppor-
tunity to resolve them (see Figure 5-44nresolved Dependencies

The unresolved Dependencies  screen will only appear if you are missing certain pack-

ages that are needed by your customized package selection. Under the list of missing
packages, there is aitall packages to satisfy dependencies
of the screen which is selected by default. If you leave this checked, the installa-
tion program will resolve package dependencies automatically by adding all required
packages to the list of selected packages.

check box at the bottom
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Figure 5-4 Unresolved Dependencies
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5.5 Upgrading Packages

At this point there’s nothing left for you to do until all the packages have been up-
graded or installed (see Figure 5-Hastalling Packages
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Figure 5-5 Installing Packages

Online Help Installing Packages

Package: XFreefB-libs-3.3.5-16.0
Size 20612 KBytes

O Summary: Shared libraries needed by the X Window
InStaHlng System version 11 release 6.

Packages ‘ |
E:;;er:;;";ﬁ:i‘: Status | Packages| size] Titne|
; ; Total 295 352 M 0:07.16
leted informati
e e Completed 35 58 M 0:01.13
ein; ey Remaining 258 293 M 0:06.05
packages.
9 Hide Help <] Back = ext

5.6 Upgrade Complete

Congratulations! Your Red Hat Linux 6.2 upgrade is now complete!

You will now be prompted to prepare your system for reboot. Don’t forget to remove
any diskette in the floppy drive or CD in the CD-ROM drive. If you do not have LILO
installed, you'll need to use your boot disk now.
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Tip
If you need a quick review of some of the basic concepts of

Red Hat Linux refer to thé®fficial Red Hat Linux Getting
Started Guide

For information dealing with system configuration and ad-
ministration, refer to th®fficial Red Hat Linux Reference
Guide

Figure 5-6 Upgrade Complete

Congratulations

Congratulations, installation is complete.

Press return to reboot, and be sure to remove
your hoot medium as the system reboots, or your
system will rerun the install. For infarmation on
fixes which are availahle for this release of Red
Hat Linux, consult the Errata available from
hitp:/fwwaw. redhat.comserrata.

]

|—---___‘ /
Z . . .
S Information an configuring and using your Red
£ 17/ Hat Linux system is contained in the Red Hat
Linux manuals.

P Show Help <] Back =] Exit
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6 Post-Installation Security Overview

After installing Red Hat High Availability Server 1.0, you will need to consider the
security-related aspects of deploying a highly-available server environment. As a
first step in this process, the installation program makes the following changes to the
network environment over that used in a standard Red Hat Linux 6.2 installation.

6.1 The /etc/hosts.deny File Set to Deny All
Access

Thetcp_wrappers utility is used to control access to many network services. There-
fore, the defaultetc/hosts.deny issettoALL: ALL (meaning that all remote
hosts are denied access to all services). In additeaeyhosts.allow contains

no active entries, meaning that any service run ounefd would fail to start and

a message to that effect is recorded in the system message logs. You should edit
/etc/hosts.allow to include only trusted systems that should be allowed ac-
cess.

The following man pages are parttop_wrappers:
* hosts.allow

* hosts.deny.5.gz

* hosts_access (Section 3)

* hosts_access (Section 5)

* hosts_options

 tcpd

* tcpdchk

e tcpdmatch
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6.2 System Logging Set to 60 Days

System logging is extended to keep up to 60 days worth of logged activity. This is
the minimum legal requirement for commercial enterprises in most European coun-
tries. Normal log rotation is achieved through the configuratior/dte/logro-

tate.conf and any additional files found in thetc/logrotate.d/ direc-

tory.

6.3 Using chkconfig to Enable Services

Many system services are disabled by default, but can be reactivated through the use
of chkconfig . Use the following command to list the services that are disabled for
all runlevels:

chkconfig --list | grep -v :on

You may notice that there are some services that you wish to use; in whicthtase
config can be used to enable them. For example, if you'd like to enadueed,
simply issue the following command:

chkconfig named on
See thechkconfig  man page for more information.

6.4 Password Lifetime Set to 30 Days

The maximum number of days a user password may remain unchanged is 30 days.
This includes the root account! You may change this default by ediitngo-
gin.defs  and changing the value f6fASS_MAX_DAY.S

6.5 Some Services Not Installed

By default, some services that are normally installed during a traditional Red Hat
Linux installation are not installed during a Red Hat High Availability Server in-
stallation. The services may be installed by performing a custom installation, and
selecting the desired services. Examples of such services inohgee |, talk

wall , andnews.
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6.6 This is Only the Beginning...

We would like you to think of these measures as 'entry level’ and not a complete secu-
rity solution. We would also invite you to hunt down additional network resources to
help improve your system’s security. Your first stop should always be http://www.red-
hat.com; here you can find the latest information and updates to your software. Of-
ten these updates include important security-related fixes. You can go directly to
the Red Hat "Updates & Errata” page by pointing your browser at http://www.red-
hat.com/support/updates.html.

In addition, various websites such as http://www.freshmeat.net/, http://lwn.net/ and
http://slashdot.org/ can be valuable resources. Please consider allocating regular
timeslots either weekly or monthly to look for updates. Always remember —
security is never a task that you can consider "completed”. It is an ongoing process.
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7 Failover Services (FOS)

7.1 An Overview of FOS

The Piranha technology that is part of Red Hat High Availability Server consists of
two types of clustering technologies:

e LVS (Linux Virtual Server)
* FOS (FailOver Services)

With FOS, a person can set up a two-node Linux cluster consisting of an active system
and a standby system. The nodes will monitor each other and, if the specified IP
services (ftp, http, etc.) fail on the active system, the services are switched over and
provided by the standby system. No additional systems or devices are required, and
except for the temporary loss of the service(s) during failure, the failover process is
transparent to end users.

A Piranha FOS cluster consists of two nodes: one functioning aactines provider

of IP services to the public client network, and the other (calledrthetive node)
monitors those services and operates as a standby system. When any service on the
active node becomes unresponsive, the inactive node becomes active and provides
those services instead. Services are automatically started and stopped as needed dur-
ing the transition. If the failed system comes back online it will become the new
inactive node and monitor for failures on the now-active system.

7.1.1 Features
FOS consists of the following features:

* Any IP service that supports a direct socket connection can be monitored and
can be migrated to the inactive node during failover. This includes user-created
services. Failover will occur when the service becomes unresponsive to FOS
monitoring; this is independent of the number of users actually using the service.
Possible services includes:

— Web (http)
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— ftp, inetd

— telnet

— lpd

— smtp/sendmail

— ssh

— LDAP

— Firewall services

— Other IP or user services

* The system administrator can specify special send/expect script strings as part of
service monitoring for increased assurance that the service is functioning prop-
erly.

» FOS automatically starts and stops the monitored service as part of failover. Sys-
tem administrators can specify the start and stop commands or scripts (with ar-
guments) for each monitored service. Custom scripts are also permitted.

» Although the nodes need to be identical in terms of FOS operation and config-
uration, the clustered systems do not need to be dedicated entirely to FOS. They
can be used for additional purposes beyond the services being monitored.

» Although currently limited to clusters of two nodes, multiple independent clusters
are possibl€.

» Each service can be defined as having a unique IP address, independent of the
cluster's node addresses. This makes it easier to migrate existing environments
where the IP services are already being provided by multiple servers, to having
those services provided by a single "more fault-tolerant” cluster and keeping the
changes transparent to end users.

7.1.2 Current Restrictions
FOS has the following restrictions:

1 |t clusters of more than two nodes are required, LVS must be used instead of FOS. For more information on
LVS, please turn to Chapter Binux Virtual Server (LVS)
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Specified services are monitored and failover as a group. Services do not failover
individually, nor are they load-balanced between the systems.

Only services supporting direct socket connections can be monitored. Services
requiring connections to secondary ports apart from the listening port cannot be
monitored. Services not currently supported include:

- nfs
— ntp/daytime

Shared data services (pop, imap, smtp) must have their data NFS-mounted from
a common exported source in order to maintain data delivery.

Send/expect strings are limited to printable text characters only\{plasid\n ).
Binary data cannot be explicitly sent or tested.

FOS must currently start and stop the monitored services as part of the failover
process to ensure reliability. The services cannot already be running on the inac-
tive node. This may reduce the usefulness of the inactive node while it is operating
as a standby system.

Only two-node clusters are supported. Both nodes must be Linux systems.

Because several IP services are handled byntbtel daemon rather than in-
dividual daemons, there are situations where a non-FOS-configured service can
be affected by FOS ihetd is involved. For example; if you choose to monitor
ftp, and ftp is started and stoppedibgtd , then when FOS shuts dowmetd
other servicesnetd provides (such assh ) will also become unavailable on
that system.

The Piranha Web Interface does not, at present, provide a means to copy the
changed configuration file to the other nodes in the cluster, nor an option for
restarting FOS so it can use the updated file. These operations must be done
manually. This restriction is expected to be removed in a future release.
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7.1.3 Software Location

The FOS software is contained in the Piranha RPM files. The main RPM (called
piranha ) contains the FOS binaries, tipgranha-gui RPM contains the Pi-
ranha Web Interface for configuring the system, andigivsadm RPM contains
theipvsadm program, which is used to administer the virtual-server-specific as-
pects of Red Hat High Availability Server. FOS documentation and source code are
also in thepiranha-docs ~ RPM and thepiranha source RPM, respectively.

To obtain possible updates of these (or other) packages, visit http://www.red-
hat.com/apps/support/updates.html on the Red Hat website.

7.1.4 Base Requirements

FOS requires two identical (or near-identical) Linux systems, both accessible from
the public client network. In addition, all services being handled by FOS must be
configured identically on both systems. This is because both systems must operate
from identical FOS configuration files.

The source configuration file is created and maintained using the Piranha Web In-
terface. This interface requires that Apache and PHP be installed and configured on
both cluster nodes. Details concerning the Piranha Web Interface can be found in
Chapter 9;The Piranha Web Interface — Features and Configuration

7.2 FOS Architecture

While the architecture of an FOS cluster consists of relatively few components, it is
important to completely understand how these components work together to provide
highly-available services. This section discusses FOS in more detalil.

7.2.1 Primary and Backup Nodes

A node in an FOS cluster is defined as being eithprimary or abackup system.
The two types operate identically except in two situations:

* In cases where both nodes of a two node cluster attempt to declare themselves
as actively providing services (uorum tie), the primary node will always win
the stalemate and force the backup system to become an inactive standby.
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* An FOS cluster will always have a primary node; there are no configuration
options to eliminate it. If a single-node cluster is defined (a configuration allowed
by Piranha for use with other components, but of no value in an FOS setup),
then that single node must be configured as a primary. Note that this is not the
same situation as when a two node cluster has one node down — in that case
the remaining node will be either a primary or backup, depending on which node
failed, and which is still running.

7.2.2 Cluster Node States

All nodes in a running FOS cluster will be operating in one of the following states at
any point in time:

Table 7-1 FOS Node States
State Description

Active The node is providing the configured |P
services to the public users. Only ong
node in an FOS cluster is allowed to be
the active node at any point in time.

Inactive The node is acting as a standby system
while the other node (sometimes
referred to as itpartner) is active. The
inactive node monitors the services on
the active node, and will become the
active node if it detects one of those
services failing to respond.

Dead The node is down, or its services
are non-responsive.

)%

7.2.3 Heartbeats

Each of the cluster nodes send a periodic heartbeat message to the network, with an
indication of whether that node is currently active or inactive. Each node expects
to see a heartbeat message from its partner. If it is not received, this is considered a
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failure of that system and may result in a failover of services. This test is independent
of the IP service monitoring.

When the inactive node fails to see the heartbeat of the active node, it treats the miss-
ing heartbeat as indicating a cluster failure, and will perform a failover of all services.

If the active node fails to see a heartbeat from the inactive node, the inactive system
is logged as being unavailable for failover, while the services continue normal oper-
ation on the active node.

7.2.4 Virtual IP (VIP) Addresses

Failover in an FOS cluster is accomplished through the use of VIP (Virtual IP) ad-
dresses. They are virtual because they exist as additional IP addresses to the node’s
regular host IP address. In other words, a node can have multiple IP addresses, all on
the same network interface. A node can be accessed by its VIP address(es) as well
as by its regular host address.

VIP addresses are a feature of Linux and can be defined on any network interface
present. For FOS, the VIP addresses and their network interfaces have to be accessi-
ble by the clients on the public network.

7.2.5 Services

Each service defined in FOS requires a VIP address, a port number, a start command
(or script name), and a stop/shutdown command (or script name). Each service can
be defined as having a different VIP address, or some (or all) can use the same VIP
address. Services currently cannot failover individually — when one service fails,
they all failover to the inactive system. This means that in most cases there is little
value in specifying individual VIP addresses for services. However, there are some
cases where this may be desirable:

* You have an existing environment where the IP services are already being pro-
vided by different servers, and you are using FOS to consolidate them to a single,
more fault-tolerant cluster. In this case, using their previous IP addresses as VIP
addresses will allow you to migrate without needing to change any client systems.
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* You anticipate long-term growth in the use of each service. Using different VIP
addresses now may make it easier to migrate the individual services to sepa-
rate, dedicated FOS clusters in the future, while reducing the possible impact
of changes on client systems.

In general, however, itis recommended that you use the same VIP address for all FOS
services. Because a single VIP address means only one VIP address must be moved
from the active node to the inactive node during failover, a single VIP address means
faster, more reliable failovers.

Each service is also allowed two optional parameterseradstring and arexpect
string. If specified, these strings will be used as part of the service monitoring that
will test whether the service is actually responding. If they are not specified, the
service will be considered functional if a socket connection attempt to it succeeds.

7.2.6 Service Monitoring

On the inactive node, a monitoring daemon is run for each FOS service on the active
node. Each monitoring daemon, callednny, periodically tests a service on the
active node. The test goes through the following steps:

* The first test is whether a connection to that service’s tcp/ip port is successful
or not. If an error results, that service is considered dysfunctional and a failover
occurs. Otherwise, the test continues.

» Ifithas been supplied, a character string (the send string) is sent to service’s port.
If an error occurs, the service is considered dysfunctional, and a failover occurs.
Otherwise, the test continues.

» If an expect string is supplied, an attempt to receive a response takes place. If an
error occurs, aresponse is not received, or the response does not match the expect
string, the service is considered dysfunctional, and a failover occurs. Otherwise,
the service is considered functional.

Whennanny monitors a service, it connects using the active node’s host IP address
rather than the VIP address of the service. This is done to ensure cluster reliability.
There are windows during service failure (and the subsequent failover) where the VIP
address may exist on both cluster nodes, or be missing altogether. Using the host IP




114 Chapter 7:Failover Services (FOS)

address instead of the VIP address to monitor a service ensures that the correct system
is always being examined and tested.

The following diagram illustrates the service monitoring logic used by FOS:
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Figure 7-1 Service Monitoring Logic
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7.2.7 Failover

FOS automatically creates, deletes, or moves VIP addresses based on the information
in its configuration file. Each time FOS changes a VIP address, ARP broadcasts are
sent out to inform the connected network that the MAC address for the VIP address
has changed. If an end-user accesses a service by referring to its VIP address and
port, it will be transparent which system is actually providing that service.

In normal operation, an FOS system will have one active node with running services
(and their associated VIP addresses), and an inactive node monitoring the services on
the active node. This is illustrated below:

Figure 7-2 Running FOS Cluster Before Failover

CLIENT PC
Accessing web server at
140.250.110.100:80

Eth0: 140.250.110.50

A
4

Eth0O:  140.250.110.1

Eth0:1 140.250.110.100 Eth0: 140.250.110.2

ACTIVE NODE INACTIVE NODE
Web service running Monitors

on port 80 140.250.110.1:80
PRIMARY BACKUP

When a failover occurs, the service VIP addresses are recreated on the inactive node,
and the inactive node becomes active by starting the services. The originally-active
system is notified (by heartbeat) that it should become inactive (if possible, depend-
ing on the failure situation). If it does go inactive, it will stop all services, start the
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monitoring programs, and become eligible for a failover should the new active sys-
tem suffer an outage. This is illustrated below:

Figure 7-3 Running FOS Cluster After Failover
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If, for some reason, the services on the originally-active system cannot be stopped,
it does not interfere with the cluster, because the VIP addresses have been moved to
the new active system, directing all traffic away from the originally-active system.
7.2.8 Components

An FOS system consists of the following components:
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Table 7-2 FOS Components

Component

Description

Piranha Web Interface

A graphical interface for creating and
maintaining the cluster configuration
file. (Please read Chapter Bhe
Piranha Web Interface — Features ar
Configurationfor more information
on the Piranha Web Interface.)

letc/lvs.cf

The cluster configuration file. Can be|
any filename desired; this is the defay
The FOS-related contents of this file
are detailed later in this document.

lusr/sbin/pulse

Main Piranha program and daemon
process. Provides and tests for a
heartbeat between the cluster nodes
Also starts and stops tHes daemon
process as needed.

/etc/rc.d/init.d/pulse

Start and stop script for theulse

program.

d

t.
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Component Description

lusr/sbin/fos Main FOS program and daemon.
Started bypulse, this program operates
in two modes. On the active node, it
is started using aactive  option
which causes it to automatically start
and stop the IP service(s). On the
inactive node, it is started with a
--monitor  option which causes it
to start and stop theanny service
monitoring daemon(s). When a failur
is detected by the inactive node, the
fos daemon initiates a failover by
exiting, which in turn causegulse

to restart it using the-active

option, and to notify the partner cluster
node that it is to go inactive.

D
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Component Description

lusr/sbin/nanny Service monitoring program and
daemon. Started bips, there is one
nanny daemon for each defined service
to monitor. Thenanny processes
only run on the inactive system, and
monitor the services on the active
system for failure. If a failure is
detected, th@anny daemon notifies
thefos daemon of the failure by exiting
which in turn causefos to terminate
all othernanny processes. Then
fos exits to notify thepulse daemon
that a failure has occurred.

lusr/sbin/send_arp Program used bjos to broadcast
to the public network which system
is currently providing the service
for a VIP address.

The components on a running FOS system supporting two services looks like this:
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Figure 7-4 Components of a Running FOS Cluster
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7.3 Setting up an FOS Cluster

This section discusses the steps necessary to configure an FOS cluster.

7.3.1 Minimal Prerequisite Information

The information needed to set up an FOS cluster falls into two categories:
» Cluster-wide data

» Service-specific data

The following tables list the minimal information needed in both categories to set up
an FOS cluster:
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Table 7-3 Required Cluster-Wide Information

ltem

Comment

Ability to gain root access

Required to edit and copy the
configuration file, and to start/stop
FOS (via thepulse daemon).

Host IP address

Each cluster node’s IP address must
included in the configuration file.

be

rsh (or optionally,ssh)

Each time the configuration file is set

up or changed, it must be copied to al

nodes in the cluster. Eithecp (in the
case ofrsh) or scp (in the case o$sh)
will be used to perform the actual cop
Note that this copy is done as root. Y
must decide whether to usgh or ssh.

Proper configuration ofsh or ssh

After deciding whether to usesh

or ssh, you must then configure

the primary and backup nodes such
that the root account may copy files
between the two nodes without being
prompted for a password.

Table 7-4 Required Per-Service Information

ltem

Description

Service name

A general name for the service (such
as "ftpl"). This name will be used to
identify the service in the configuratio

=)

and system log files.
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ltem

Description

Port number

The TCP/IP port number used by
this service. The port number will
be used by FOS to test whether the
service is functional. For http web
services, this port is usually 80. For
ftp, port 21 is normally used. The
service monitoring tests are describe
in Section 7.2.6Service Monitoring

Start command

The command or script used to start the

service. The full path must be specified,
and parameters are allowed. For most

Linux services, the start command wi
be /etc/rc.d/init.d/ XXXXX
start (wherexxxxx is the name

of a service script, such ddtpd
orinetd (for services, such as ftp,
that are controlled by inet). In some
cases, you may want to create your
own scripts and reference them.
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ltem

Description

Stop command

Similar in concept to the start comma
referenced above, except that this is
the command or script to execute to

stop the service. The full path must b
specified, and parameters are allowe

VIP address (and device)

The virtual IP address used by clients
on the public network to access this
service. This address must be differe
from the IP address of either of the
cluster nodes. This address will be
manipulated and broadcast on the pul
network as part of the failover proces
Services do not failover individually,
so typically you would define all of the
services to use the same VIP addres
Also needed is the network device na
(visible to the public network) to be
used by the VIP address. Typically,
the cluster nodes are connected usin
deviceethO , so the first VIP address
on that interface would be placed on
ethO:1 , a second VIP address woul

useeth0:2 , and so on.

In addition, the following optional parameters can be specified to increase the level

of service testing:
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Table 7-5 Optional Per-Service Information

ltem

Description

Send string

A string of printable characters to sen
to the service’s port as part of service
monitoring. The string can contain
spaces\n , and\r . During service
testing, if a connection attempt to the
service’s port is successful, the send
string will then be sent to that port.

If an error occurs, then the service

d

is considered dysfunctional.
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Item Description

Expect string A string of printable characters that
are expected from the service’s port
2, The string can contain spaces,
\n , and\r . The string can also

be a single asterisk ("*") character,
indicating that a response is mandatdry,
but can consist of any characters. If
the number of characters received is
less than the length of expect string,
or if any of those characters do not
match the corresponding character
in the expect string, the service is
considered dysfunctional.

Timeout The maximum number of seconds
to wait for a connection attempt

to complete before considering the
attempt a failure. Also used as the
number of seconds to wait for a read
attempt to complete (for comparison
to the service’s expect string) before
considering the attempt a failure.
Default value is 10 seconds.

7.3.2 The Piranha Configuration File ( Ivs.cf )

The Piranha configuration file is used in several different cluster configurations, so
some portions of the file do not apply to FOS. The file is broken down into three
major sections:

* Global cluster information

2 Note that a service may send out a message in response to a connection, or in response to a specific message
written to the service’s port once a connection has been made.
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*  LVS-specific information
* FOS-specific information

Only the first and last sections are applicable to FOS. The default name and location
of the configuration file idetc/lvs.cf

Each time the configuration file is modified, it must be copied to all nodes in the
cluster. All nodes must use the same configuration data. Mis-matched configuration
files are one of the easiest ways to cause a dysfunctional cluster.

Each line in the configuration file must follow strict formatting:
* Only one space before and after the the equal sign ("=")
* No missing mandatory information

* Numeric fields must contain only numbers

» All characters after a "#" are treated as a comment

Any violation of these formatting rules will cause tpalse program to fail (some-
times with a core dump). Using the Piranha Web Interface is highly recommended
and will ensure a properly-formatted configuration file.

Thepiranha-docs  RPM provides a sample configuration file. It can be found in
/usr/doc/piranha-docs*/sample.cf . Thelvs.cf  man page provides
details on every possible entry in the configuration file.

The following tables list the configuration file entries that are applicable to setting up
FOS. All items are required unless otherwise noted.

Global Cluster Entries

This table lists the global settings needed to define the cluster:
Table 7-6 Piranha Configuration File Settings — GLOBAL

Entry Description

service = fos Indicates that this configuration file
is for FOS rather than Ivs.
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Entry

Description

primary =  nnn.nnn.nnn.nnn

Host IP address of the primary
node in the cluster.

backup_active = 1

Indicates the backup node will be
a member of the cluster.

heartbeat = 1

Indicates that heartbeats will be
used in the cluster.

ats.

heartbeat_port = nnnnn UDP port number to use for heartbeat.
Need only be changed if multiple
clusters exist and you need to
prevent conflicts.

keepalive = nnnnn Number of seconds between heartbe

deadtime = nnnnn Number of seconds that must elapse

without seeing a heartbeat from the
partner system before declaring that
has failed. This number should be a
multiple of thekeepalive  value.

[l

rsh_command = xxx

Specified the command to use to
copy files between systems. Must

be eitherrsh or ssh.
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Entry

Description

network = nat

This entry is not used by FOS but must

be set to a valid value. Leave nst .

nat_router =
nnn.nnn.nnn.nnn eth n: n
(Should be on one line)

This entry is not used by FOS, but
must be set to a valid value. Place ar
IP address you want here, as long as
it does not conflict with the host IP
address of the cluster nodes, or the V|
addresses of any services. Also speg
avalid device (such ah0 ), but make|
sure the virtual interface numberrf)

does not conflict with any of the device

definitions for the FOS services.

Per-Service Settings

y

P
ify

For each service to include in FOS, there must be a block of data, enclosed in braces

({}). Each service block begins with the worfdilover

, followed by a user-de-

fined service name. The name is only used to tell the services apart, and only appears

in the log files.

Table 7-7 Piranha Configuration File Settings — PER-SERVICE

Entry

Description

failover xxxx |

Starts a block definition for a failover
service.xxxx can be any name desire
as long as it contains no whitespace
or quotes. NOTE THE OPENING
BRACE ON THIS LINE!

active = 1

Indicates that this service is to be
included in FOS. A0 means that this
definition block is to be ignored

da
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Entry

Description

address = nnn.nnn.nnn.nnn
eth n: n (Should be on one line)

Specified the VIP address and device
for this service. The VIP address is
usually the same for all services (and

if so, the device entry must also be the

same), but it can be different if desire
The device consists of two parts:
theeth n part indicates the ethernet
interface to use (the first interface
would be nameethO , the second
would be nameethl , and so on),
while the: n partis a number indicatin

the number of the VIP address for the

specified interface:{ for the first VIP,
:2 for the second, and so on).

174

port = nnnnn The TCP/IP port number of this servige.
http is usually 80, ftp is usually 21, etc.
The port number is used to test whether
the service is responding or failing.

send = " xxxxx " OPTIONAL If specified, this string will

be sent to the port as part of service
monitoring. See thévs.cf  and

nanny man pages for details.
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Entry Description

expect = " xxxxx " OPTIONAL If specified, this string
is expected in response to connecting
to the service’s port and/or sending
thesend string. Theexpect string
must follow the same rules as teend
string; it may also contain a single
asterisk ("*"), which means that any
character(s) received will be considered
as matching thexpect string. The
response from the port is compared (Up
to the length of thexpect string),
and a match indicates that the servic
is functional. See th&vs.cf and
nanny man pages for details.

timeout = nn OPTIONAL If an expect string

is specified, this entry indicates the
number of seconds to await a response
from the port before assuming a timeout
failure. Default is 10 seconds.

1%

start. cmd = " xxxx " The script or command to perform
in order for FOS to start this
service. The command must include
the full pathname. Parameters to
the command/script may also be
included, but must be separated

by single spaces only.
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Entry Description

stop_cmd = " xxxx" The script or command to perform
in order for FOS to stop this service.
The command must include the

full pathname. Parameters to

the command/script may also be
included, but must be separated

by single spaces only.

} The closing brace indicates the end
of this service definition.

The start_ cmd and stop_cmd Entries

Both thestart_cmd and thestop_cmd entries are mandatory, and must be en-
closed in double quotes. The specified value is the command or script to be executed
that will start or stop the service. The full path must be specified. Parameters may
also be specified; each one must be separated by a single space. The command usec
should be repeatable, meaning that no problems (other than a possible error return
value) should occur if the command is executed several times in a row.

The send and expect Strings

Thesend string Gend = " xxxx ") is a text string to send to the service port in
order to test whether the service is really functioning. The length is limited to 255
printable, quoteable text characters. Also permittedmrér ,\t , and’ .

The expect string is similar to thesend string. If it is specified, a read will be
attempted on the service port, and the resulting response comparedetqtct

string. If the read attempt times out, or the number of characters read are less than
the length of theexpect string, then the service has failed. If the read is successful,
then theexpect string is compared to the response and if the characters match up
to the length okexpect string, the service is considered functional; otherwise it is
considered to have failed. If axpect string is not specified, no read attempt will
occur.
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The expect string must follow the same rules as thend string, except for one
additional feature. lexpect = "*" is specified, then the service must send a
response, but that response can consist of any characters and be any length.

Please Note

If the send string is omitted, then no attempt to send data
to the service will occuEXCEPTIf port = 80 , and the
expect string is also omitted. In this case, a web service
is assumed and an internal http test string will be sent and
expected. This condition exists for backwards compatibility
with previous releases of Piranha.

If both send andexpect strings are specified, treend string will always be sent
first.

The following table lists samples eénd andexpect strings for some of the most
common IP services.

Please Note

These strings are samples only. They may not be the best
choices for all circumstances, and may not work on all sys-
tems.

Table 7-8 Sample send and expect Strings

Service Port |send String expect String
http/www 80 HTTP / HEAD/1.0\n\n HTTP

ftp 21 \n

telnet 23 \n *
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Service Port |send String expect String
Ipd 515 |\n Ipd:

ssh 22 SSH

inetd 98 \n 500

login 513 |\n

bind 952 |\n

smtp/sendmail 25 \n 220

7.3.3 File Copying with rsh and ssh

Piranha (as well as the system administrator) needs to be able to copy files between
the cluster nodes (usually as root). There are also non-FOS situations where Piranha
needs to execute commands on cluster nodes as part of statistic gathering. These tasks
can be accomplished using eithieh or ssh.

One of these two applications must be specified in the configuration file. Each
application also has specific configuration requirements (software installation,
creation/modification ofrhosts files, etc.) that must be met in order for it to
work. Consult thesh or ssh man pages for further information.

7.3.4 Setting up an FOS Cluster Step-by-Step

Here is a sample step-by-step procedure for installing, configuring, and starting a new
Piranha FOS cluster.

1. Make sure you have the basic resources for setting up the cluster readily avail-
able. This includes:

« The TCP/IP addresses and hostnames for the network interfaces, and/or a
functioning DHCP server environment.

« Alist of the TCP/IP services, and their port numbers, that will be set up to
failover. Some examples might include http on port 80, ftp on port 21, etc.

* Access to a nearby client system with a running web browser for setting
up the Piranha software, and for testing the http service. You can also set
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up the server as a functioning workstation with web browser, but you will
need to selectustom during the product installation in order to install those
components.

* The ability to use a text editor suchaor emacs to edit configuration files.

2. Install the product by following the on-screen displays, and by following the
instructions in the installation section of this document.

3. Log into both nodes as root and perform the following basic operations:

Execute théusr/sbin/piranha-passwd script to set an access pass-
word for the Piranha Web Interface.

Edit the/etc/hosts files and add entries for each of the cluster nodes.

Edit/etc/hosts.allow , and enable access for the appropriate service(s)
for all cluster nodes. Use the commented examples in the file as a guideline.

Edit the~root/.rhosts files and add entries for each of the cluster nodes
so that the root account can be used with andrcp .

If desired, you may also want to setsgh andscp in addition to (or instead
of) usingrsh andrcp . Follow the appropriate instructions for that software.

4. Make sure that each system can ping the other by IP address and name. At
this point, copying files between the systems usityg (or scp if set up) when
logged in as root should also work. As an example, the following command
should work (assuming you will be usimgp ):

rcp myfile node2:/tmp/myfile

5. Configure Apache on both nodes by  editing
/etc/httpd/conf/httpd.conf , and setting the
ServerName parameter appropriately. Start Apache by using the
/etc/rc.d/init.d/httpd script, and passing thstart  or restart

parameter as appropriate.
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Although the following should have been done for you after you've installed Red
Hat High Availability Server, the following configuration sections must be set in
order for the Piranha Web Interface to work properly. First, the following entry
should be present in thetc/httpd/conf/httpd.conf file:
<Directory /home/httpd/html/piranha>
Options Al

AllowOQOverride All
</Directory>

You should also find the following entries in the same file:

LoadModule php3_module modules/libphp3.so
AddModule mod_php3.c

<IfModule mod_php3.c>
AddType application/x-httpd-php3 .php3
AddType application/x-httpd-php3-source .phps
</IfModule>

Log into the client system and start up the web browser. Access the URL
http://  xxxxx [piranha/  wherexxxxxx is the hostname or IP address of
the PRIMARY node in the cluster. You should see the configuration page for the
Piranha software.

Configure the software as needed for your setup, following the information de-
tailed in other sections of this document. Your changes should be present in the
file /etc/lvs.cf on that cluster node.

Make sure the configuration files on all nodes are identical by copying the new

. file on the primary node to the other node by using ttyg or scp command

(for example):

rcp /etc/lvs.cf node :/etc/lvs.cf

If this does not work, you will have to investigate the configuration changes for
thersh or ssh software you made earlier.
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Changes to the configuration file will require that the file be re-copied to all the
nodes, and that Piranha be stopped and restarted. (Note: A future release of
Piranha may automate this process.)

8. On each node, one at a time, disconnect the node from the network and try the
following tests (detailed in later sections of this chapter).

« Start and stop the IP services you intend to use in FOS by typing the exact
commands specified in the servicegart andstop lines, as listed in the
cluster configuration file.

* With the service running, uselnet  and attempt to connect to that ser-
vice's TCP/IP port (for example):

telnet localhost 80

If this connection is refused, then that service might not be working or the
port number is incorrect. Note thattélnet does connect to the service,
the telnet session may be "hung" afterwards and you may have to terminate
thetelnet process in order to disconnect.

9. Withthe services down and the system connected to the network, stautske
program on the primary node by executing the following command:

letc/rc.d/init.d/pulse start

After a time, the Piranha software and all the services should be running. Keep
watch on this by using thes -ax command, and by examining the tail end of
the /var/log/messages log file.

10. Start thepulse program on the other cluster node. Both nodes should now be
running and monitoring each other.

11. You can test failover by disconnecting the network connection on the active
node, shutting down a monitored TCP/IP service on the active node, or by termi-
nating ananny process on the inactive node by using the commiaihd-s
SIGTERM nnn (wherennn is the pid of ananny process).

Your FOS cluster should now be completely operational.
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7.4 Testing FOS

While configuring FOS is a relatively straightforward process, unless care is taken it
is easy to define a non-functioning cluster, or one that "ping-pongs" a failover back
and forth between the nodes. This is partly because all the services failover as a group,
so in order for FOS to operate, all services on at least one node in the cluster must
come up correctly. If one service on no#ddails to come up (due to a configuration
error), and a failover occurs, but a different service on ddéso fails to come up,

then the result is a cluster where neither node comes up correctly and failover will
bounce back and forth.

Before starting Piranha using a newly created or modified configuration file, some
basic tests should be performed first. These tests should be carried out on both nodes
in the cluster.

7.4.1 Synchronize Configuration Files

Ensure that both systems are using the same configuration by copying the piranha
configuration file to the other cluster node(s). You can use etttyer or scp, de-
pending on whether you've configuresh or ssh:

# rcp letc/lvs.cf other.cluster.node Jetc/lvs.cf
other.cluster.node : Connection refused

Trying krb4 rcp...

other.cluster.node . Connection refused

trying normal rcp (/usr/bin/rcp)

#

7.4.2 Starting and Stopping Services Manually

Without Piranha running, bring up the IP services by manually typing the same com-
mand that is defined in thetart_cmd  line for each service’s entry in the config-
uration file. Then use thps command and make sure the services are running as
expected.
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Next, type the same command thatis defined irstop_cmd line for each service’s
entry in the configuration file. Then use the command to make sure the services
have been shut down properly.

To continue testing, bring up the IP services again by manually typing the same com-
mand that is defined in th&art_ cmd  line for each service’s entry in the configu-
ration file.

7.4.3 Using telnet to Test send and expect Strings

This test ensures that the port used by each service is correct, and that the strings used
in service monitoring reflect the actual behavior of each service. One of the most
common configuration errors is that a service’s port number (as defined in the cluster
configuration file) does not match the port number actually used by the service.

With the services already running (see Section 7 &tarting and Stopping Services
Manually), use théelnet command to attempt to connect to that service’s TCP/IP
port number (as defined in the configuration file). For example, if your cluster is
providing http service on port 4040, use the following command to confirm that port
4040 is, in fact, in use:

# telnet localhost 4040

Trying 127.0.0.1...

Connected to localhost (127.0.0.1).
Escape character is .

Because we didn’t get @onnection refused error message, we can be confident
that a service is using port 4040At this point, we can disconnect from the port in
this manner:

N

telnet>  quit
Connection closed.
#

3 of course, this does not mean that the serwieeexpecteds using the port. We’'ll get to that in a moment.
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Please Note

Whentelnet is used to connect to some services, you may
find you cannot disconnect. In this case, you will have to
use thekill command ortelnet.

If you did get aConnection refused message, then the service you started is not
using that port and Piranha will fail to connect also. On the other hatelniét did
connect sucessfully, then FOS will be able to connect as well.

Note, however, that not every service can be considered "telnet-friendly” — some
services may drop the connection after a period of time, or there might be no response
at all (try pressingenter] several times). This does not necessarily indicate that the
service is not functioning. Some services simply cannot be accessed in an interactive
telnet session.

As a final test, try usingelnet to connect to the service from tla¢hercluster node.
If this fails, then FOS will also fail. Resolve any problems preventing telnet from
connecting and it is likely that theanny daemon will also be able to connect.

If you have definegend strings for a service, you can try typing the contents of the
send string and see if it the service responds appropriately. However, in some cases
you will not be able to type it fast enough to prevent the connection from timing out
and failing to process what you've typed. This does not necessarily indicate that there
is any problem; just that you cannot usénet to test. The only way to be sure is to

see if thenanny daemon can use tlsend andexpect strings sucessfully.

7.4.4 Using ps and Log Files

Start Piranha by starting thpulse daemon on one cluster node (have that node un-
plugged from the network if necessary). Depending on the node you are using, FOS
will either attempt to start the IP services right away, or will startrtheny dae-
mon(s), which will then timeout, initiate a failover, and start the IP services. In either
case, you should end up with a running environment wheisge is running,fos is
running in--active mode, and the IP service(s) are up. You should be able to see
this using thegps -axw command.
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You should also examine the system log fileaf/log/messages ) and read the
Piranha-related entries. Make sure they do not indicate any problem (see Section
7.5.2,Error Messagesgor a discussion of possible error messages). If a prolidem
logged, make sure you resolve it before proceeding.

Repeat this process for the other cluster node.

7.4.5 Starting FOS For the First Time

If you disconnect both cluster nodes from the network, and start Piranha on each, you
should end up with each node believing that the other has failed and both nodes should
be running with active services. If you then connect the nodes to the network while
they are still running, the two systems will detect each other’s heartbeat. Since both
nodes are claiming to be active, the node that is defined as the backup node should
become inactive by shutting down its IP services and startingdhey daemon(s).

7.4.6 Forcing a Node Failover

The easiest way to test failover is to unplug the active node from the network. The
inactive node should detect the loss of a heartbeat message and become active. If you
then shut down Piranha on the unplugged system, reconnect it to the network, and
restart Piranha, the reconnected system should detect that FD&adyactive on

the other node and no failover should occur to interrupt the running service.

If you reconnect the disconnected node with Piranha already running, then Piranha
will detect that two active systems are running; The one defined bydlc&up

entry of the configuration file should become inactive (even if that results in another
failover).

7.4.7 Forcing a Service Failover

The easiest way to cause a failover due to the loss of a single service is to stop the
service by manually executing the command defined by that senatmis entry in

the Piranha configuration file. The command should be issued on the active system.
This will stop the service, which should cause trenny daemon on the inactive
node to log a service failure and trigger a failover.
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7.5 Trouble-shooting FOS

This section describes the most common problems and causes/solutions. This sec-
tion, along with the earlier section describing how to test FOS, should help resolve
most situations.

7.5.1 Common Problems / Questions

Please Note

Most of the components that make up Piranha can be run
manually (provided you supply the same option switches
that they require when run as daemons). In addition, most
components also supportwa and/or a-norun  option to

aid in the debugging process.

The nanny daemon keeps reporting that a service is not working

If you are usingsend /expect strings as part of service testing, try using FOS with-
out them. Without these strings, FOS will test the service by connecting to the ser-
vice's port only. If this resolves the problem, itis likely that the service is not passing
your send /expect string testing.

FOS keeps performing failovers even though the services are running

Even though the services are running, it does not necessarily mean that FOS can con-
nect to them. The best test for this is to bring up FOS on just one cluster node (which
will cause all the services to be started), and teéeet from the other cluster node

to attempt to connect to the TCP/IP port defined for each servitelniét returns a
Connection refused message, then it is likely that tiianny daemon will also fail

to connect to the service. Resolve the situation prevertéimgt from connecting

and thenanny daemon should stop initiating failovers.

The most common causes for this failure are either that the service has been con-
figured to use a different TCP/IP port number than the one specified in the Piranha
configuration file, or the Piranha configuration files are not identical on the cluster
nodes.
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Next, shut down Piranha on the active node and bring it up on the inactive node, then
perform thetelnet tests in the opposite direction.

Also check the system log files (on both nodes). For any failover condition, Piranha
will log the reason.

If Apache is one of the services, make sure thatlttf®TEN port number matches
the port number in the Piranha configuration file.

FOS keeps "ping-ponging” the failover back and forth

First see the previous section on "FOS keeps performing failover even though the
services are running”, and perform tlednet testing described.

If you still experience this problem, make sure that ykeepalive , deadtime

and the service’éimeout values are not too short. Try increasing the values to
ensure that Piranha has sufficient time to correctly determine a failure. Also note that
deadtime should have a value that is a multiple of tkeepalive  value.

Piranha did not shut down correctly; how do I kill it without causing it
to restart?

If you must kill the Piranha daemons manually, then you must kill them "from the
top down". In other words, you must first kiflulse, thenfos, and then th@anny
daemons. Killingfos first (for example) will causgulse to think a failover should
occur.

Use the commankill -s SIGTERM <pid> first, before using SIGKILL (also
known as-9 ). In most cases, killingpulse or fos with SIGTERMwill cause it to
automatically kill all of its own children.

When | unplug the active node, a failover occurs, but when | plug it
back in, another failover occurs back to the first node

This occurs because the system you unplugged was the primary node, which caused
the backup node to become active. The unplugged node was still active (even if it
had lost network connectivity). Plugging it back in created the situation where both
nodes were declaring themselves active; in this case, the primary node always wins
the stalemate. Therefore, even though the backup node was also the currently active
node, it failed over and became inactive.




144

Chapter 7:Failover Services (FOS)

There are two ways to prevent this:

» If possible, make sure the system you unplug is the backup system. If the backup
system is also the active system (meaning that the primary system is inactive),
then unplugging the backup system will cause a failover to the primary, but plug-
ging the backup system back in will not cause a second failover (because it will
lose the "both nodes active" stalemate).

* The second method will always work no matter which node is unplugged. Just
make sure that before the node is plugged back in, you first shut down Piranha.
Then plug the node back into the network, and restart Piranha. The node will
detect that there is already an active system and will start up as the inactive node.

Piranha is causing the private log files for each service to fill up with
connect attempt messages

ftp/inetd and httpd have individual log files. Each connection attempt (by any soft-
ware, for any reason) may cause a one or two line entry in these log files. Because
thenanny daemons, being part of Piranha’s service monitoring, must connect to each
service on a regular basis, there is no way to configure Piranha to prevent this, short
of disabling service monitoring.

The only work-arounds are to set up a cron or backup entry to "roll over" the file(s),
preventing them from filling the disk, and/or increase the timeout parameters in Pi-
ranha’s configuration file so the services are tested less often and therefore log fewer
entries. Other possibilities, such as using symbolic links to the null device, could
result in a loss of important security information and are not recommended.

Can | set up web services that are independent of FOS?

Apache can be configured to start multiple httpd daemons that listen on different
TCP/IP ports. This means that you can configure one port for use with Piranha, and
another that acts independently for other purposes.

Because this is more of an Apache configuration issue than a Piranha configu-
ration issue, information on configuring Apache in this manner is beyond the
scope of this document. Please see the Apache Software Foundation’s website
(http://www.apache.org/) for additional information on Apache configuration.
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How can | set Piranha up so that | can use the Piranha Web Interface
on the inactive node?

The Piranha Web Interface is designed to be used on the active node, with the resulting
configuration file copied to the inactive system. It is possible to use the Piranha Web
Interface on the inactive node if you start a second httpd daemon that uses a different
TCP/IP port from the http service defined in the Piranha configuration file. Note that
this is a similar situation to the previous question.

Can | have the services already running on the standby system,
instead of having Piranha starting them?

Yes, you can replace ttetart cmd  andstop_cmd lines in the/etc/Ivs.cf

file with commands that do not affect the running services. However, this will result
in a cluster configuration that can only survive one failover; in this case, a second
failure will not cause the services to failover to the original node.

7.5.2 Error Messages

Most of the error messages are self-explanatory. Here are descriptions for some of
the less obvious or more critical ones.

"Service type is not 'fos

You are attempting to run thfles program manually, but the Piranha configuration
file does not haveervice = fos  set.

"gratuitous xxx arps finished"

Each time a VIP address is created or removed, Piranha sends out ARP broadcasts to
notify the network of the change in MAC address for that IP address. This message
indicates that those broadcasts have completed.

"Incompatible heartbeat received — other system not using identical
services"

An attempt is being made (either due to mis-matched configuration files or manual
startup of a Piranha component) to start one cluster node bsirsgrvices and the
other node irfos services. All nodes in a cluster must use the same Piranha cluster
service.
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"Notifying partner WE are taking control!"

A situation has occurred where the backup system needs to become (or already is)
the active cluster node, and it is telling the primary node (which is trying to become
active, or already is) that it must switch to inactive mode.

"PARTNER HAS TOLD US TO GO INACTIVE!"

This message is the partner to the one listed above. A situation has occurred where
the backup system needs to become (or already is) the active cluster node, and it is
telling the primary node (which is trying to become active, or already has) that it must
switch to inactive mode.

"Undefined backup node marked as active? — clearing that..."

The Piranha configuration file has skackup_active = 1, but there is no
backup node IP address defined in the file. This message appears if Piranha is then
started with its configuration file containing this error. As the message implies,
Piranha is treating the situation as backup_active = 0O was set in the
configuration file instead.

"pulse: cannot create heartbeat socket — running as root?"

Thepulse daemon cannot start because it cannot create the TCP/IP socket needed for
its heartbeat. The most common reasons for this is efibkse is being started by
someone with a UID other than O (a non-root accountpuse (or another Piranha
daemon) is already running.

"no service active & available..."

The most common cause for this message occurs when no services in the Piranha
configuration file are set aactive = 1 . If they are all set as inactive, then FOS
has no services to control or monitor.

"fos: no failover services defined"

Piranha haservice = fos enabled, but there are no FOS services defined in the
configuration file.
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7.6 Additional Information
7.6.1 Multiple Clusters

While a Piranha FOS cluster can currently only be composed of two nodes, you
can create multiple, independent clusters. When doing this, make sure that unique
heartbeat_port and VIP addresses are used for each cluster.

7.6.2 Further reading

More information can be found in tHes, pulse, nanny, andlvs.cf  man pages.
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8 Linux Virtual Server (LVS)

8.1 Introduction

A Linux Virtual Server (LVS) cluster is a collection of servers that have been specially
configured to provide highly-available services. The diagram below illustrates how
an LVS cluster works.

Figure 8-1 A Basic LVS Cluster Configuration

INTERNET
P Public Network
eth0 | Virtual Server IP eth0
Primary Backup LvS
Node Node Reuters
eth1 eth1
eth0 eth0 eth0 Private Network
Web / ftp Web/ftp) ~ |Web/ftp Real
hode #1 hode #2 hode #n | Servers

An LVS cluster consists of one or two router nodes (top of figure) and a variable
number of application servers (bottom). We will refer to the LVS router nodes as
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LVS routers, and to the pool of application serversraal servers Note that these
terms designatelesrather than machines. For example, the LVS routers shown in
Figure 8—1A Basic LVS Cluster Configuratianight be configured to perform both
LVS router and real server roles.

Service requests arriving at an LVS cluster are addressedittual server IP ad-

dress (sometimes refered to as a VIP address). This is a publicly-advertised address
that an administrator at the site associates with a fully-qualified domain name (for
example, lvs.ajax.com). The illustration shows only one virtual server address, but
there may be more than one. The important thing to remember is that a VIP address
will migrate from one LVS router to the other during a failover, thus maintaining a
presence at that IP address. As such, they can be consftiatig addresses. VIP
addresses may be aliased to the device (for exarethi®;1 ) that connects the LVS
routers to the public network, or each could be associated with a separate device.

Only one LVS router is active at a time. The role of taive router is to redirect
service requests from a virtual server address to the real servers. The redirection is
based on one of four supported load-balancing algorithms (described in Table 8-1,
Load-balancing Methods The active router dynamically monitors the health of the

real servers, and the workload on each, via one of three supported methods (described
in Table 8-2 Enabling Synchronization and Monitoring Topldf a real server be-
comes disabled, the active router stops sending jobs to that server until it returns to
normal operation.

The backup router performs the role ostandy system. Periodically, the LVS
routers exchange "I'm alive" heartbeat messages. Should the backup node fail to
receive a heartbeat message within an expected interval, it initidsoaer and
assumes the role of the active router. During failover, the backup router takes over
the VIP address(es) serviced by the failed router and uses a technique kndARR as
spoofing— It starts announcing itself as the destination for IP packets addressed to
the failed node. When the failed node returns to service, it assumes the hot backup
role.

8.1.1 Routing Methods
Three routing methods are supported:
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* Network Address Translation (NAT)
* IP encapsulation (tunneling)
» Direct routing

Each LVS router is configured to use a single routing method. If you set up multiple
LVS clusters, you can use different routing methods for each cluster.

The diagram below illustrates NAT routing works.
Figure 8-2 An LVS Cluster Implemented with NAT Routing

INTERNET

Public Network

>

A

eth0 | Virtual Server IP Address

Active Lvs
Router Routers

eth1 | NAT Router IP Address

A

Private Networﬁ

etho etho etho
Web / ftp Web/ftp) ~ |Web/ftp Real
node #1 node #2 node #n Servers

The NAT router IP address is the default route used by each real server on the private
network to communicate with the active router. Like the virtual server address, it
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is also a floating IP address. The NAT router address may be aliased to the device
(for examplegthl:1 ) connecting the LVS routers to the network of real servers, or
associated with a separate device on each router.

Also like virtual server addresses, NAT addresses are enabled only on the active
router. Therefore, should the active router fail, the backup router enables the virtual
server and NAT addresses during take-over of the floating IP addresses. In the topol-
ogy shown in Figure 8-2An LVS Cluster Implemented with NAT Routingtual
server addresses are enabled on de®ib® and the NAT router address ethl .

As a real server processes a request, it returns packets to the active router, where the
address of the real server in the packets is replaced by the virtual server address. In
this manner, the private network of real servers is masqueraded from the requesting

clients.

NAT routing is easy to set up and flexible. The real servers may be any kind of
machine running any operating system or Web server, or any combination. The chief
disadvantage is that, after about twenty real servers, the LVS router may become a
bottleneck because it must process outgoing as well as incoming requests.

Figure 8-3,An LVS Cluster Implemented with IP Encapsulation (tunnelitg3-

trates how a tunneling virtual server works. With this method, IP encapsulation is
enabled on the real servers. Prior to assigning a job to a real server, the active router
encapsulates the IP address of the requesting client inside the real server’s address.
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Figure 8-3 An LVS Cluster Implemented with IP Encapsulation (tunneling)

Virtual Server IP Address

Active
Router
P LAN / WAN R
| Real Real
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#1 #2

When a real server has processed a job, it returns the response directly to the request-
ing client rather than to the active router. Thus, the active router processes incoming
requests only. An additional advantage of tunneling is that the real servers may be ge-
ographically distributed. (While IP encapsulation using non-Linux real servers may
be possible, only Linux real servers have been tested in this configuration.)

Figure 84 An LVS Cluster Implemented with Direct Routiligstrates direct rout-

ing. With this method, the LVS routers and real servers exist on the same LAN seg-
ment. After selecting the real server for a job, the active router changes the address
of the request to that of the real server.
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Figure 84 An LVS Cluster Implemented with Direct Routing
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When a real server has processed a job, it returns the response directly to the request-
ing client rather than to the active router. This method avoids the (admittedly slight)

overhead of tunneling.

Figure 8-5,Combining LVS Cluster Routing with DNS Round Rahiggests how
multiple clusters could be deployed in combination with DNS round robin to satisfy
the needs of the busiest sites. In this scenario, a DNS server resolves service requests
to multiple virtual server addresses, which a router distributes equally among multi-
ple LVS routers. These routers, in turn, distribute requests to a shared bank of real

servers.
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Figure 85 Combining LVS Cluster Routing with DNS Round Robin
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8.1.2 Job Scheduling Methods

Regardless of the routing method, tfR/S table in the active router’s kernel redi-

rects requests from a virtual server address to a real server. For example, a TCP
request addressed to port 80 on virtual server 1.2.3.1 might be routed to port 80 on
real server 192.168.1.2. The actual mapping of jobs to real servers in the IPVS table
is based on the load-balancing algorithm in use. Table Bedd-balancing Methods
describes the supported load-balancing methods.
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Table 8-1 Load-balancing Methods

Name

Description

Round robin

Distribute jobs equally among
the real servers.

Least-connections

Distribute more jobs to real servers wi
fewer active connections. (The IPVS
table stores active connections.)

Weighted round robin

Distribute more jobs to servers with
greater capacity. Capacity is indicate
by a user-assigned weight, which is
then adjusted upward or downward
by dynamic load information.

Weighted least-connections

Distribute more jobs to servers with
fewer active connections relative to
their capacity. Capacity is indicated
by a user-assigned weight, which is
then adjusted upward or downward
by dynamic load information.

8.2 Components of an LVS Cluster
The components of an LVS cluster are described below.

8.2.1 pulse

This is the controlling process that starts the other daemons as needed. It is started
on the LVS routers by théetc/rc.d/init.d/pulse
time . Througtpulse , which implements a simple heartbeat, the inactive LVS router

determines the health of the active router and whether to initiate failover.

8.2.2 lvs

Thelvs daemon runs on the LVS routers. It reads the configuration file and calls

ipvsadm to build and maintain the IPVS routing table.

script, normally at boot
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8.2.3 nanny

Thenanny monitoring daemon runs on the active LVS router. Through this daemon,
the active router determines the health of each real server and monitors its workload.
A separate process runs for each service defined on each real server.

8.2.4 /etc/lvs.cf

This is the LVS cluster configuration file. Directly or indirectly, all daemons get their
configuration information from this file.

8.2.5 Piranha Web Interface

The Web-based tool for monitoring, configuring, and administering an LVS cluster.
Normally this is the tool you will use to maintalatc/Ivs.cf , restart the running
daemons, and monitor an LVS cluster.

8.2.6 ipvsadm

This tool updates the IPVS routing table in the kernel. TMse daemon sets up and
administers an LVS cluster by callingvsadm to add, change or delete entries in
the IPVS routing table.

8.2.7 send_arp

This program sends out ARP broadcasts when the virtual server address changes from
one node to another.

8.2.8 LVS Cluster — A Block Diagram

This diagram shows the how the various components work together in an LVS cluster
configuration:
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Figure 8-6 Components of a Running LVS Cluster

Backup LVS Router Primary LVS Router
pSeRE 7 pulse
P Heart - E
beat
Ivs —>{ipvsadm Real Server #1
Monitor
nanny - .
e 1 > ftp service
ipvsadm| | 000
---piweb service
nanny [yU”C :'
[
i Real Server #2
ipvsadm
Monitor
T | MAnmy oo * web service
[
ipvsadm

8.3 Background of the LVS Cluster

The Red Hat LVS cluster is based either directly on contributions from the Linux
community, or on components that were inspired or enriched by various Linux com-
munity projects.

The primary source of the LVS cluster is Wensong Zhang’s Linux Virtual Server
(LVS) kernel routing algorithm (see http://www.linuxvirtualserver.org). The capabil-
ities of the LVS project that the Red Hat LVS cluster currently supports are:
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Building virtual servers: floating IP addresses where requests for service arrive
from the public internet.

* Routing service requests from virtual servers to a pool of real servers.
* Load-balancing (see Table 8-lgad-balancing Methods

» Packet-forwarding (see Section 8.1Rlquting Methods

» Persistent connections.

The LVS innovations supported by the Red Hat LVS cluster are based on a humber
of technologies. For a good general discussion and index of the relevant HOWTOs
on these and related topics, see http://www.linas.org/linux/load.html.

8.4 Hardware/Network Requirements

An LVS cluster consists of one or two LVS routers and a collection of real servers
providing Web, FTP, or other services. The connection and hardware requirements
are described below.

A Linux server that will be the primary LVS router is required. If NAT routing is used,
this machine needs two network adapters, one connecting it to the public network and
the other to a private network (where the real servers are located). The private network
is masqueraded from requesting clients. The servers on the private network may be
any kind of computing platform running any operating system or Web server.

With IP encapsulation, the primary LVS router and real servers may be on the same
LAN, or the real servers may be geographically dispersed (on a WAN). Real servers
process requests directed to them and return responses directly to requesting clients.

With direct routing, the primary LVS router and real servers are on the same LAN
segment. As with IP encapsulation, real servers return processed requests directly to
requesting clients.

If you want failover capability, a second Linux server that will be the backup LVS
router is required. This machine, a hot standby, needs to be configured exactly like
the primary LVS router. For example, with NAT routing, the backup LVS router also
needs two network adapters connecting it to the public network and to the private
network of real servers. The adapter devices must match on the two LVS routers.
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Thus, if devicegthO andethl on the primary LVS router connect it to public and
private network, respectively, then these same devices on the backup LVS router must
connect it to the public and private network.

During configuration, you assignvaeight to each real server. This is an integer re-
flecting each server’s processing capacity (based on memory, processor speed, num-
ber of processors, etc.) relative to that of the others. It is the ratio between each
server’'s weights that are significant. For example, if the weights of two servers are
2/1, 20/10, or 200/100, the result is the same — the first server has twice the capacity
of the second. However, note that finer adjustments are possible if larger weights are
used. The assigned weight, which may be dynamically adjusted based on load infor-
mation, is used by two of the available job scheduling algorithms (described in Table
8—1,Load-balancing Methods You should be prepared to assign accurate weights.

8.5 Routing Prerequisites

The LVS routers require Red Hat High Availability Server 1.0 or greater, and the type
of routing you choose must be supported by your kernel/module configuration.

8.5.1 Enabling NAT

With NAT routing, packet forwarding, packet defragmenting, and IP masquerading
must be enabled on the LVS routers.

Enable packet forwarding. To do this at system boot, make sure the file
letc/sysctl.conf contains the linenet.ipv4.ip_forward = 1 . To
enable packet forwarding without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_forward

Enable packet defragmenting. To do this at system boot, make sure the file
letc/sysctl.conf contains the linenet.ipv4.ip_always_defrag =
1. To enable packet defragmenting without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_always_defrag

To enable IP masquerading, issue this command:
ipchains -A forward -j MASQ -s n.n.n.n | type -d 0.0.0.0/0




Section 8.5:Routing Prerequisites 161

where:

« n.n.n.n isthe address of the private subnet to which the real servers are con-
nected.

 type is8, 16, 24, or 32, indicating the address type and mask:

netmask | type | Subnet
255.0.0.0 | 8 | Class A
255.255.0.0 | 16 | Class B

255.255.255.0 | 24 | Class C
255.255.255.255 | 32 | Point-to-point

You will probably want to put thapchains command in an init script (e.g.,
letc/rc.d/rc.local ), so that masquerading is configured on the LVS routers
at system startup.

ipchains  is the tool used to create and manage firewalling rules set in
the kernel's TCP stack. Masquerading is a small subset of these rules that
allow machines making use of private IP networks to communicate with the
outside world. Usingipchains  can have an impact on system security. |If
you have security concerns, read thehains  HOWTO (http://www.linux-
doc.org/HOWTO/IPCHAINS-HOWTO.html).

8.5.2 Enabling IP Encapsulation

On each real server, establish a tunnel between it and each virtual server address. For
example, these commands establish two tunriefdd andtunll ) to two virtual
server addresses (1.2.3.1 and 1.2.3.2):

ifconfig tunl0 1.2.3.1 up
ifconfig tunll 1.2.3.2 up
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To prevent real servers, rather than the active router, from intercepting ARP broad-
casts, you also need to hide tunnels from ARP broadcasts. For example, these com-
mands hide tunnels tunlO and tunll:

echo 1 > /proc/sys/net/ipv4/conf/all/hidden

echo 1 > /proc/sys/net/ipv4/conf/tunlO/hidden
echo 1 > /proc/sys/net/ipv4/conf/tuni1l/hidden

8.5.3 Enabling Direct Routing

On each real server, enable a route to each virtual server address. For example, the
following command aliases virtual server 1.2.3.1 to adagpiied :

ifconfig eth0:0 1.2.3.1 up

You also need to hide virtual server routes from ARP broadcasts. For example, these
commands hide any virtual server addresses on device ethO:

echo 1 > /proc/sys/net/ipv4/conf/all/hidden
echo 1 > /proc/sys/net/ipv4/conf/ethO/hidden

8.6 Persistence

In certain situations, it may be desirable (for a time) for a client to reconnect repeat-
edly to the same real server, rather than have an LVS load balancing algorithm send
that request to the best available server at that momement. Examples of such situa-
tions include multi-screen web forms, cookies, SSL, etc. In these cases, a client may
not work properly unless the transactions are being handled by the same server in
order to retain context. LVS provides a feature to handle this cpkesistence

When enabled, persistence acts like a timer. When a client connects to a service, LVS
remembers that last connection for a specified period of time. If that same client IP
address connects again within that period, it will be sent to the same server that it used
previously — bypassing the load balancing mechanisms. When a connecton occurs
outside the time window, it is handled according to the scheduling rules in place.

Persistence also allows you to specify a subnet mask to apply to the client IP address
test as a tool for controlling what addresses qualify.
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8.7 Cluster Node Interconnection Prerequisites

During configuration, you select the tool family (eithesh or ssh) that will be

used to synchronize thetc/lvs.cf configuration files on the LVS routers. This

tool will also be used for parts of the data gathering used in determining proper load
balancing. The selected tool must be enabled on the LVS routers, such that the root
account on each router can log in to the other router without administrator interven-
tion.

Also during configuration, you select the toalpgime , ruptime , orrup ) that the
active router will use to monitor the workload on the real servers. Enable the selected
tool on the real servers. If this cannot be done (for example, one of your real servers
is a Windows/NT Web server), the cluster will still provide highly available services.
However, the weighted round robin and weighted least-connections algorithms (de-
scribed in Table 8-1,0ad-balancing Methodwill be affected. Namely, since load
information will not be available, the user-assigned weights will be applied statically,
rather than being dynamically adjusted based on server workload.

Table 8—2Enabling Synchronization and Monitoring Todlsscribes in general terms

the steps required to enable these tools on the source and destination hosts. For
more detailed information, see the appropriate man page(s). Note that;swith
andssh, the root account must be able to log in over the network. To enable re-
mote root login to a Red Hat Linux system, remove the following line from the file
/etc/pam.d/login

auth required /lib/security/pam_security.so

This is a security hole, albeit small. Make sure you have the LVS nodes properly
firewalled so that logins are allowed only from trusted sources.
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Table 8-2 Enabling Synchronization and Monitoring Tools

Tool

Do This

rsh

Create arhosts file with permission
600 in the root account’s home directgry
(/root ) on the destination host. There
should be a line in the file naming
the source host and user (for exampl
foo.hostl.com root ).

117

ssh

Obtain/install the tool (which for
legal reasons cannot be released with
international Linux distributions). On
the source and destination hosts, disable
remote login via all other methods,
set up RSA-based authentication
using.ssh/authorized_keys ,
and startsshd .

uptime

On each real server, enable eitihgn
or ssh, as described above.

ruptime

Set up each LVS router and real server
to startrwhod whenever it boots.

rup

Set up each real server to start
rpc.rstatd whenever it boots.

Please Note

Therup andruptime programs require that thstatd
andrwhod daemons run on the system. Use one of the
several available tools (such@skconfig  to enable these
daemons.
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8.8 Installing the Software

The software providing LVS functionality is released in the following RPM packages:
e piranha (programs)

* ipvsadm (virtual server administration tool)

e piranha-gui (HTML configuration tool)

e piranha-docs  (documentation)

These packages are automatically installed during the Red Hat High Availability
Server installation, which is described in Painistalling Red Hat High Availability
Server.

To obtain possible updates of these (or other) packages for your hardware platform,
visit http://www.redhat.com/apps/support/updates.html on the Red Hat website.

8.9 Configuring an LVS Cluster

You set up and maintain an LVS cluster from the LVS routers, by editing the config-
uration file and starting or restarting tpelse daemon. Specifically, the steps are:

1. On the primary router, edit the configuration fiktc/lvs.cf . This is best
done using the Piranha Web Interface, which is described in ChapiéredRi-
ranha Web Interface — Features and Configuration

2. Copy the edited configuration file to the backup router.

3. Start (orrestart) theulse daemon; first on the active router, then on the backup
router.

You can perform these steps from the shell, by editing the configuration file with the
editor of your choice. The shell commands for starting, restarting, and stopping the
pulse daemon are:

» /etc/rc.d/init.d/pulse start
o /etc/rc.d/init.d/pulse restart
» /etc/rc.d/init.d/pulse stop
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Thepulse daemon starts or restarts the other LVS cluster daemons as needed, which
obtain their configuration information, directly or indirectly, from the current config-
uration file.

If you stoppulse (in order to shut down the cluster), stop it on the backup router
first. This will prevent the backup router from initiating a failover when the active
router goes down.

Alternatively, you can use the Piranha Web Interface to configure, monitor, and ad-
minister your LVS cluster. The entry fields on its windows set or change lines in
letc/lvs.cf

The next section describes the LVS cluster configuration file. Read this section if you
want to edit this file manually. If you chose to use the Piranha Web Interface, please
read Chapter 9The Piranha Web Interface — Features and Configuratnstead.

8.9.1 Editing the Configuration File

The/etc/lvs.cf file has three sections. The global section, described in Table
8-3, Setting Global Parametersets up the LVS routers and specifies networking

and heartbeat parameters. There is one set of parameters for the cluster. The per-vir-
tual-server section, described in Table 8S#tting Per-Virtual-Server Parameters
defines virtual server addresses, sets up the associations between virtual servers and
real servers, and specifies job-scheduling parameters. There is a separate set of pa-
rameters for each defined virtual server. The per-real-server section, described in
Table 8-5Setting Per-Real-Server Parametedefines the real servers that will be
load-balanced by each virtual server. There is one set of these parameters for each
virtual server.

Let’s start with the parameters that are global.
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Table 8-3 Setting Global Parameters

Parameter Description

primary = n.n.n.n Enter the IP address of the adapter
connecting the primary LVS router
to the public network.

backup = n.n.n.n Enter the IP address of the adapter
connecting the backup backup LVS
router to the public network.

heartbeat_port = n Enter the port number used for
the heartbeat on the primary and
backup LVS routers.

keepalive = n Enter the number of seconds
between heartbeats.

deadtime = n Enter the number of seconds to wait

before declaring a non-responding
router dead and initiating failover.

rsh_command = [ rsh | ssh]

Enter the command family to use
for synchronizing the configuration
files on the primary and backup
routers. Important: as described in
Table 8-2 Enabling Synchronization
and Monitoring Tools you must
enable the selected command on the
primary and backup routers.

network =

[ nat | direct | tunnel ]

Enter the routing method to use wher
the LVS router contacts the real serve
Note that you will need to make the

appropriate configuration changes to

=

bE.

support the routing method you choog

S.
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Parameter

Description

nat_router
eth n:n

= n.n.n.n

Enter the floating IP address and dev
of the NAT router. This IP address

must be the default route used by ea¢

real server to communicate with the
active LVS router. The IP address is
aliased to the device (for example,
ethl:1 ) connecting the LVS routers
to the private network of real servers.
The device must be the same (i.e.,
ethl ) on both LVS routers.

service =

[ Ivs | fos ]

Enter the type of cluster service you
wish to use. To take advantage of
the features described in this chapter

ce

you must choosévs .

The next set of parameters are repeated for each virtual server.

Table 8-4 Setting Per-Virtual-Server Parameters

Parameter

Description

virtual

xxx |

Enter a unique identifier for the virtua
server. Note the bracé ) that starts
this per-virtual-server block.

address =

n.n.n.n

Enter the virtual server’s IP address:
a floating IP address that has been
associated with a fully-qualified
domain name.

active = [

0 1]

Enable () or disable Q) this server.
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Parameter

Description

load_monitor = [ up

time | ruptime | rup ]

Select the tool (defauliptime ) that
will be used by the active router to
monitor the workload of real servers.
Important: as described in Table
8-2,Enabling Synchronization and
Monitoring Tools unless you enable
the selected command on the real
servers, the scheduling algorithms th
use dynamic load information will
apply the assigned weight statically

rather than adjust the weight from load

information. If you select the default
(uptime ), the tool you specified in

thersh_command parameter is used
to log in to the real servers. This tool
must be enabled on the real servers.

timeout = n

Enter the number of seconds (default
10) that must lapse before a real sery
determined to be dead is removed
from the routing table.

er

reentry = n

Enter the number of seconds (default
180) that a restored real server must
remain alive before being re-added
to the routing table.

port = nnn

Enter the listening port for this virtual
server: Typically, port 80 is used for
http, and port 21 for ftp. However,
any valid port can be used.
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Parameter

Description

persistent = nnn

If specified, this enables persistence
and defines the timeout (in seconds)

of persistent connections. Persistence
causes multiple requests from a client

to be redirected to the same server each

time (the server selected for the first

request). The timeout value of persistent

sessions is specified in seconds. The

default is 300 seconds. Use this optid

to solve problems with cookies, SSL, or

FTP with tunneling or direct routing.

pmask = nnn. nnn. nnn. nnn

If persistence is enabled, this parame

allows a granularity at which the clients

are grouped. The source address of {
request is masked with this netmask
to, for example, direct all clients from

a /24 network to the same real server.

The default is 255.255.255.255, whic
means that the persistence granularit
is per client host. Use this option to
solve problems with non-persistent
cache clusters on the client side.

scheduler =
[wic | lc | wrr| rr]

Select the scheduling algorithm (defa]
wic ) for distributing jobs from this
virtual server to the real servers. The
choices are described in Table 8-1,
Load-balancing Methods

n

ter

he

=

y

}

Ends the per-virtual-server-block.

The following parameters are repeated on a per-real-server basis.
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Table 8-5 Setting Per-Real-Server Parameters

Parameter Description

server xxx { Enter a unique name for the real
server. Note the bracé ) that starts
this per-real-server block.

address = n.n.n.n Enter the IP address of the real server
on the private network.

active = [ 0| 1] Enable () or disable Q) the real server.

weight = n Enter an integer (default i%)

specifying this server’s processing
capacity relative to that of other

real servers. For example, a server
assigned a weight of 2000 has twice
the capacity of a server assigned 1000.
The weighted scheduling algorithms
adjust this number dynamically
based on workload.

} Ends the per-real-server-block.

8.10 Example — Setting Up a Five-node Cluster

This section describes step by step how to create a cluster of two LVS routers and
three Web/FTP servers. First, collect the necessary information and set up the five
systems as explained in the next section. Then, implement the example either by
editing thelvs.cf  using a text editor or by using the Piranha Web Interface.

Figure 8—7 Layout of the Example Netwosghows the network that will exist after
you've set up the LVS routers and real servers. All network addresses shown are for
purposes of illustration only; you'll need to use addresses allocated to you from your
network administrator.
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Figure 8-7 Layout of the Example Network

Public Network

A

eth0=1.2.3.2
eth0:1=1.2.3.1 (vs1) eth0=1.2.3.3
Active Backup
Router Router
eth1=192.168.1.1 eth1=192.168.1.2

eth1:1=192.168.1.254 (NAT router)

Private Network

>

A

eth0=192.168.1.3 eth0=192.168.1.4 eth0=192.168.1.5
Real Real Real
Server 1 Server 2 Server 3

8.10.1 Preliminary Setup

1. Ifyou've not done so already, obtain a virtual server IP address. In our example
this will be 1.2.3.1. Requests for service at the LVS cluster will be addressed to
a fully-qualified domain name associated with this address.

2. Locate five servers and designate their roles:
e One primary LVS router
e One backup LVS router
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* Three real servers

(Note that you'll also need a client system with a web browser, for testing pur-
poses.)

The LVS routers must be Linux boxes running Red Hat High Availability Server
1.0 or later. The real servers may be any platform running any operating system
and Web server.

Steps 3 through 14 set up the LVS routers.
On each LVS router, install two ethernet adapter catt€) andethl .

Install the product by following the on-screen displays, and by following the
instructions in the installation section of this document.

5. Log into both nodes as root and perform the following basic operations:

Execute théusr/sbin/piranha-passwd script to set an access pass-
word for the Piranha Web Interface.

Edit the/etc/hosts files and add entries for each of the cluster nodes.

Edit/etc/hosts.allow , and enable access for the appropriate service(s)
for all cluster nodes. Use the commented examples in the file as a guideline.

Edit the~root/.rhosts files and add entries for each of the cluster nodes
so that the root account can be used with andrcp .

If desired, you may also want to setsgh andscp in addition to (or instead
of) usingrsh andrcp . Follow the appropriate instructions for that software.

6. Make sure that each system can ping the other by IP address and name. At
this point, copying files between the systems usityg (or scp if set up) when
logged in as root should also work. As an example, the following command
should work (assuming you will be usimgp ):

rcp myfile node2:/tmp/myfile
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Configure Apache on both nodes by  editing

. /etc/httpd/conf/httpd.conf , and setting the
ServerName parameter appropriately. Start Apache by using the
/etc/rc.d/init.d/httpd script, and passing thstart  or restart

parameter as appropriate.

Although the following should have been done for you after you've installed Red
Hat High Availability Server, the following configuration sections must be set in
order for the Piranha Web Interface to work properly. First, the following entry
should be present in thetc/httpd/conf/httpd.conf file:
<Directory /home/httpd/html/piranha>
Options Al

AllowOverride All
</Directory>

You should also find the following entries in the same file:

LoadModule php3_module modules/libphp3.so
AddModule mod_php3.c

<IfModule mod_php3.c>
AddType application/x-httpd-php3 .php3
AddType application/x-httpd-php3-source .phps
</IfModule>

Log into the client system and start up the web browser. Access the URL

. http://  xxxxx [piranha/  wherexxxxxx is the hostname or IP address of

the PRIMARY node in the cluster. You should see the configuration page for the
Piranha software.

Configure the software as needed for your setup, following the information de-
tailed in other sections of this document. Your changes should be present in the
file /etc/lvs.cf on that cluster node.

Make sure the configuration files on all nodes are identical by copying the new
file on the primary node to the other node by using ttyg or scp command
(for example):

rcp /etc/lvs.cf node :/etc/lvs.cf
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If this does not work, you will have to investigate the configuration changes for
thersh or ssh software you made earlier.

Changes to the configuration file will require that the file be re-copied to all the
nodes, and that Piranha be stopped and restarted. (Note: A future release of
Piranha may automate this process.)

10. Create a public IP interface @thO and a private IP interface athl . The
public interface devicesthO ) is the heartbeat device. The virtual server address
is aliased to this device.

Interface Primary node Backup node
ethO 1.2.3.2 1.2.3.3
ethl 192.168.1.1 192.168.1.2

11. Designate anIP address (192.168.1.254) for the router dettide  connecting
the active LVS router to the private network. This floating IP address will be
aliased to the router device athl:1 , and will be the gateway to the private
network and the default route used by each real server to communicate with the
active router.

12. On each LVS router:

a. Enable packet forwarding. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linmet.ipv4.ip_forward = 1 .
To enable packet forwarding without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_forward

b. Enable packet defragmenting. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linenet.ipv4.ip_always_de-
frag = 1 . To enable packet defragmenting without rebooting, as root
issue this command:

echo 1 > /proc/sys/net/ipv4/ip_always_defrag




176 Chapter 8:Linux Virtual Server (LVS)

C. Masquerade the private network. Issue this command and put it in
letc/rc.d/rc.local :

ipchains -A forward -j MASQ -s 192.168.1.0/24 -d 0.0.0.0

13. Decide whether to ugsh orssh for synchronizing LVS cluster files. Verify
that your choice is installed such that the LVS routers can log in to one another as
root without administrator intervention (see Table 8&@abling Synchronization
and Monitoring Tools In this example, we will choosesh .

14. On each LVS router, make sure that Web service is configured and running, so
the Piranha Web Interface can be used.

Please Note

Note: It is recommended that the http service on the
routers be configured to use a different port than that
used by http on the real servers. This will help prevent
accidental conflicts or use of the wrong http service by
client browsers.

Steps 15 through 18 set up the real servers.

15. On each real server, install an ethernet network edin@, , and create an IP ad-
dress on the same private subnet as in Step 3. Next, assign a weight to each server
indicating its processing capacity relative to that of the others. In this example,
rsl has twice the capacity (two processorsys#t andrs3 .
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rsl rs2 rs3
ethO 192.168.1.3 192.168.1.4 192.168.1.5
weight 2000 1000 1000

16. On each real server, verify that the address named in Step 11 (192.168.1.254) is
the real server’s default route for communicating with the active LVS router.

17. Decide which prograrmuptime , ruptime , rup ) will be used by the active
router to monitor the workload on the real servers. If you chagdgne , each
LVS router must be able to connect with each real server without administrator
intervention, using the program you selected in Step 13. See Tabl&BaBling
Synchronization and Monitoring Toofer general instructions. If the selected
program cannot be enabled (for example, one of the real serversis an NT box), the
scheduling algorithms that use dynamic load information will still work but the
user-assigned weights will be statically applied rather than dynamically adjusted
based on load.

18. Verify that each real server runs an installed and configured httpd server. Note
that the real servers must listen on the same port (80 in the example) as the cor-
responding virtual server.

19. Verify (for example, usingelnet  or ping ) that each real server can reach
hosts on the public LAN. If a real server on the private network cannot reach a
host on your LAN, this probably indicates a communication failure between the
server and the active router. See Steps 15 and 16.

20. Determine the runtime parameters. For some of these, you may need to experi-
ment over time to obtain optimal values. In this example, we will use the values
listed.

Parameter Value Parameter Description
heart- 539 Number of the heartbeat listening port on
beat_port the primary and backup routers.
keepalive 6 Number of seconds between heartbeats.
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Parameter

Value

Parameter Description

deadtime

18

Number of seconds to wait for a
non-responding router to respond
before initiating failover. Should be a
multiple of keepalive

timeout

10

Number of seconds to wait for a
non-responding real server to respond
before removing it from the routing table.

reentry

180

When a real server that has been remov
from the routing table starts responding

again, wait this number of seconds befor|
re-adding the server to the routing table.

scheduler

wic

Use the Weighted least-connections
load-balancing algorithm (assign more
jobs to servers that are least busy relativ
to their load-adjusted weight). See Table
8-1, Load-balancing Methodfor a
description of the choices.

()

port

80

Virtual server port number. The listening
port selected for the virtual server is use(
on the real servers as well.

21. Now we are ready to implement the example. You can do this by creating the
configuration file with a text editor, or you can use the Piranha Web Interface con-

figuration tool as explained in ChapterBhe Piranha Web Interface — Features
and Configuration Using the Piranha Web Interface is highly recommended.

Here is the resulting file. The number to the right of most lines represents the step

in Section 8.10.1Preliminary Setupliscussing this setting.

primary = 1.2.3.2

service = lvs
rsh_command
backup_active

3

13
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backup = 1.2.3.3 3
heartbeat = 1

heartbeat_port = 539 20
keepalive = 6 20
deadtime = 18 20

network = nat
nat_router = 192.168.1.254 ethl:1 11

virtual vsl { 15
active = 1
address = 1.2.3.1 eth0:1 1
port = 80 20

send = "GET / HTTP/1.0\r\n\r\n"
expect = "HTTP"

load_monitor = ruptime 17
scheduler = wic 20
timeout = 6 20
reentry = 15 20
server rsl { 15

address = 192.168.1.3 15

active = 1

weight = 2000 15
server rs2 { 15

address = 192.168.1.4 15

active = 1

weight = 1000 15
server rs3 { 15

address = 192.168.1.5 15

active = 1

weight = 1000 15
}

22. Copy the edited configuration file to the backup router:

rcp /etc/lvs.cf bkuprtr:/etc/lvs.cf

23. On the primary router, start tipeilse  daemon with this command:

letc/rc.d/init.d/pulse start

24. Startpulse on the backup router, using the same command.
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25. Use theps ax command (or run the Piranha Web Interface) to monitor the
running system.

8.11 Testing LVS

Once an LVS cluster is running, any attempt to connect to a service’s VIP address
(via browser or telnet for example), should result in that connection being answered
by one of the real servers. Which real server will depend on the scheduling tool being
applied.

The following commands are useful for testing or debugging an LVS setup:

* ping — Areal server should be able to ping any system on the public network,
while only the active LVS router should be able to ping a real server.

telnet  <ipaddress> <port> — Usingtelnet  to connect to a virtual
server VIP address should result in a real server responding to that attempt.

e ipchains -l — Lists the currently defined rules for forwarding ip messages.

* ps ax — When done on the active LVS Router, thelse , Ivs , andnanny
daemons should all appear in the list. When done on the backup router, only
pulse will be shown.

* ipvsadm -l — when done on the active LVS router, will list all the active
services running on real servers, along with their scheduling method and weight.

* lynx —Iynx isatext-based web browser and can be useful for testing the load
balancing of the real server services. For example:

1. Create or modify a web page on each real server that identifies which real
server the page resides on. The best type of page is one that just displays a
message like "This is real server #1", with no other content. The page should
also include a very large comment section (a few KB worth of comments) that
will add bulk to the page loading without affecting the display.

2. Onthe active LVS router, execute the following command:

while true; do lynx -dump nnn.nnn.nnn.nnn ; done
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wherennn.nnn.nnn.nnn is the VIP address for the real server’s web ser-
vice.

3. Ifload balancing is functioning, you should see the display alternate between
"This is real server #1", "This is real server #2", and so on.

Whilelynx isrunning, use thipvsadm -l command to examine the cur-
rent status of the services and their scheduling weight.
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9 The Piranha Web Interface — Features
and Configuration

The Piranha Web Interface provides a structured approach to creating the necessary
configuration file for a Piranha cluster. This chapter describes the basic operation of
the Piranha Web Interface.

9.1 Recommendations

Red Hat recommends that the Piranha Web Interface be used for any configuration
file changes. The configuration file must follow strict formatting rules; otherwise,
the software may experience failures. Using the Piranha Web Interface is the best
method of preventing these kinds of problems.

Once a configuration file has been created or updated, the administrator must be sure
to copy this file (usually viacp or scp ) to all nodes in the cluster. All nodes must

use identical configuration files. Mismatched files are one of the most common cause
of cluster problems.

9.2 Piranha Web Interface Requirements

As the name implies, the Piranha Web Interface requires a Web server capable of
supporting CGI. Apache 18is a good choice. In addition, PHP version 3 (or later)

is required. If your system uses RPM, you can simply install the appropriate Apache
and PHP RPMs.

Otherwise, please consult the Apache and PHP homepages (http://www.apache.org/,
and http://www.php.net/ respectively) for downloading and installation instructions.
Once Apache and PHP are installed, you should instalptrenha , ipvsadm ,
andpiranha-gui RPMs1,

The Piranha RPMs will create a new user on your system (user piranha) which is a
system account with no login properties (ie, you cannot log into a machine with this

1 Non-RPM systems should download the latest RPM tar file from http://www.rpm.org/, and ugeriBepio
utility to extract the contents from the Piranha RPMs.




184

Chapter 9:The Piranha Web Interface — Features and Configuration

user ID). In future releases, the piranha user ID will be used to implement additional
functionality.

9.2.1 Security Implications

One major security-related implication to the use of a Web-based interface is that the
design promotes potentially untrusted data (which could originate from anywhere on
the Internet) as input to a root-owned process. The password protection scheme is
the front line of defense; though not a 100% perfect solution, it should fend off most
unwanted visitors.

If you are still concerned about who has access to the Piranha Web Interface, you
can further restrict access by using Apache’s acl facility. This will allow only trusted
hosts or networks access to the Piranha Web Inteface

2 Note that this approach will only work if the systems you are clustering will not require Web services with
different access restrictions from those required by the Piranha Web Interface.
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9.3 A Tour of the Piranha Web Interface

Please Note

Before using the Piranha Web Interface for the first time,
you must restrict access to it by creating a password. This
is done by usingusr/sbin/piranha-passwd . First,
login as root, and issue the following command:

lusr/shin/piranha-passwd <password>

Note that the passwonshustbe passed as an argument to
piranha-passwd . If you have previously installed Pi-
ranha, the previous password is preserved, and this step will
not be necessary.

If you change the password for user piranha while you have
an active Piranha Web Interface session in progress, you
will be prompted to provide the password for again. This is
due to your browser providing the old password to the Web
server. Simply type in the new password when prompted.

To use the Piranha Web Interface you will minimally need a text-only Web browser.
Point your browser to this URL:

http://localhost/piranha/

When your browser connects to the Piranha Web Interface, you will notice that you
must login to access the cluster configuration services. Enter "piranha” uadhe
field, and the password you set wipiranha-passwd  in thepassword field.

9.3.1 Hints on Using the Piranha Web Interface

While the user interface provided by the Piranha Web Interface is similar to that found
on many websites, there are two hints that you should keep in mind as you use the
interface to configure your cluster:
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» Selecting a specific service using the radio buttons
»  Saving modified information using theecepT button
Let’s look at each hint in more detail.

Selecting a Specific Service Using the Radio Buttons

Some of the screens (which are knowpaselg have the ability to list more than one
service.30n these panels, each service will be represented by a one-line summary,
and preceded by a radio button. In order to perform an action (such as editing or
deleting) on a specific service, you mdsst press that service’s radio button, and
thenperform the desired action.

On those panels where this section method is used, there will be a note reminding
you of this behavior.

Saving Modified Information Using the  AccepT Button

On most panels, there is a button labededepT. This button used to confirm any
changes you have made to the data displayed on that panel. Note that if you change
any displayed information, and then move to another panel without first pressing
ACCEPT, your changes will be lost.

€ CAUTION §

Always press theccepT button after changing any infor-
mation!

A 4

Keeping these hints in mind, let’s begin our tour of the Piranha Web Interface.

9.3.2 The conTtrouMonNITORING Panel

The first screen you will be presented with is tt@NTROL / MONITORING panel. From
this panel, it is possible to obtain information about the state of the cluster. It also
has the ability to automatically update the table listings. This is useful when you're

3 Specifically, these are tHAILOVER andVIRTUAL SERVERS panels.
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behind the back of a machine tearing out cables trying to test your cluster and do
not have easy access to the mouse and keyboard. To enable the auto-update feature,
simply press theuto update button, enter the desired update frequency in the provided
text box, and presgnter]:

Figure 9-1 The CONTROL/MONITORING Panel

PIRAHHA CONFIGURATION TOOL INTRODUCTION | HELP

GLOBAL SETTINGS REDUNDANCY VIRTUAL SERVERS

CONTROL
Daemon: stopped
MOHITOR

J Autoupdate |[i0  update frequency in seconds

[Rates lower then 10 seconds are not recommended as when the page vpdates you will lose any
difications you have made which have not been actioned nsing the *Accept’ buttan

Update information nuwI

CURRENT L¥S ROUTIMNG TABLE

CURRENT L¥5 PROCESSES

You can also manually update the contents of ¢bh&@TROL/MONITORING panel by
pressing thespdate information now  button.

9.3.3 The cLosAL seTTings Panel

If you now click on thecLoBAL SETTINGS tab, you will be presented with the follow-
ing page:
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Figure 9-2 Global Settings Panel

PIRAHHA CON URATION TOO INTRODUCTION | HELP

CONTROL/MONITORING REDUNDANCY VIRTUAL SERVERS

ENVIROMMENT

Primary LVS server IP: Jeor175.43.87

LWS type: (Ivs ) @ ’E

Use network type a A .
(Current typesi‘l.ﬁ direct ) | NATl | D|rectR0ut|ng| | Tunneling

FILE S¥MC

Select which sync tool you would prefer to use

“rsh o ssh

—- Click here to apply changes on this page

From this panel you can start defining the type of cluster you wish to build. Start by
entering the IP address of your primary server inftheary LvS server IP  text field.
TheLvs type section defines the type of cluster service, and gives two choices:

* Ivs (Linux Virtual Services)
* fos (Fail Over Services)

Please see Chapter I8nux Virtual Server (LVSand Chapter 7Failover Services
(FOS)for more details on the differences between LVS and FOS.

If you've selected LVS, you will be prompted to select from the three types of packet
forwarding offered:

* NAT (Network Address Translation)
» Direct Routing
* Tunneling
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If you choose NAT, you will be presented with two more fields to complete:
» The NAT router IP address
* The router device (eth0:2, for example)

Below the packet forwarding selection, you can select the method of file replication
used to synchronize the cluster configuration files between the clustered systems. The
default is to synchronize usingh, althoughssh may be used if you have it installed.
9.3.4 The rebunbancy Panel

Next, click on therepuNDANCY link; you will be presented with a screen displaying
information on the redundant LVS server. Initially, this page will be blank because
no redundant LVS server has been defined:

Figure 9-3 Redundancy Panel (initial)

PIRAMHA COMFIGURATION TOoL INTRODUCTION | HELF

CONTROI/MONITORING | GLOBAL SETTINGS REDUHDAHCY FAILOVER

Backup: inactive

To define a redundancy server, click on tnasLE button and the screen will change
to the following:
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Figure 9-4 Redundany Panel (expanded)

PIRANHA COMFIGURATION TOOL INTRODUCTION | HELF

CONTROL/MONITORING | GLOBAL SETTINGS FAILOVER

Eackup: active

Redundant LYS server IP: Jpoon

Assume dead after (seconds): |18

Heartheat runs an port: 539

-~ Click here to apply changes to this page - -

Edit the data on this panel as appropriate to your setup. At a minimum, you'll need
to enter the IP address of your redundant server irrRélaendant LVS server IP  text

box. The remaining text boxes contain default values that are appropriate for most
configurations.

9.3.5 The Fourth Panel

The title of the fourth tab header depends on your choice of LVS service ivshe
type Section on theLoBAL SETTINGS panel. If you selectedos, the fourth tab will
be entitledraiLoveRr. If, on the other hand, you selecteds, the fourth tab will be
entitledVIRTUAL SERVERS.

The rFaiLover Panel

Let’s start with theraiLover panel. (If you selected LVS, please skip ahead e
VIRTUAL SERVERS Panelin Section 9.3.5.) Click on theaiLover tab. You will be
presented with the following panel:
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Figure 9-5 Failover Panel (Initial)

PIRAMHA COMFIGURATION TOOL INTRODUCTION | HELP

CONTROI/MONITORING | GLOBAL SETTINGS REDUHDAHCY

| STATUS | NAME | PORT |

| ADD| | DELETE| | EDIT| | (DE)ACTIVATE

tote: Uze the radio boron on the gide to select which virmal service you wish to edit before selectng "EDIT or
'DELETE’

Here you'll be presented with the following buttons:

» ADD (Adds a blank service template)

* DELETE (Removes the selected service)

* eDIT (Makes changes to the selected service)

* (DE)ACTIVATE (Toggles the selected service’s status)

Click on theapp button to start defining a new server. TireLover panel will now
include a new server entry:
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Figure 9-6 The FAILOVER Panel (Server Added)

PIRAHHA CONFIGURATION TOOL INTRODUCTION | HELP

CONTROL/MONITORING | GLOBAL SETTINGS REDUNDANCY

| STATUS | NAME | PORT |

o~ édnwn [server_name] BD

| ADD| ‘ DELETE| | EDIT| ‘ (DE)ACTIVATE

Mote: Use the radio button on the side to select which virtual service you wish to edit before
selecting "EDIT" or TELETE’

Please Note

If you add more than one server, use the radio button in front
of each line to indicate which server you wish to delete, edit,
or (de)activate.

By clicking epiT, you will be presented with the following panel:
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Figure 9-7 Failover Panel (Editing)

PIRANHA CONFIGURATION TOOL INTRODUCTION | HELP

CONTROL/MONITORING | GLOBAL SETTINGS REDUNDANCY FAILOVER

EDIT: FAILOVER | MOMWITORING SCRIPTS

Name: Jiserver_name]
Address nnno
Application port: &0

Device: feth0:1
Sarvice timaout: #

Generic service scripts @

-~ Click here to apply changes to this page

The fields will be filled in with defaults; theame andaddress fields must be modified.

Modify the remaining fields as appropriate.

By pressing the&piT button (after first saving any data with thecepT button) you
will be shown the following panel:
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Figure 9-8 Failover Panel (script editing)

PIRANHA COMFIGURATION TOOL INTRODUCTION | HELP

CONTROL/MOMITORING GLOBAL SETTINGS REDUNDANCY

EDIT: EAILOYER |

Current text Replacement text
Send: S (iR DR |IGEWHTer D | BLANK, SEND
Expect: > |:HTFP | BLANKE EXPECT
Current command Replacement conmand
Start “fetciro ddinit déhitpe start” |5, -
command: Ig’etcirc.dl’mlt.wht‘lpd start | BLAMK START COMMAND
Stop “eteire dfinit déhttpe stop” |+, -
it Jeteire dAnitdshitpd stop BLAMNK STOP COMMARND

Flease note: message sirings are limited to a maximum of 255 chars. Characters must be typical printable
characters. Mo hinary, hex notation, or escaped characters. Case |5 important! Also no wildcards
are supported. Additionally, at this time you are limited to, 5t most, one send and one expact entry

aceeer] caieet|

Note that the fields have a default example inserted. which you can use as-is, modify,
or replace entirely.

The VIRTUAL SERVERS Panel

If, in your initial setup, you chose to use LVS services from teBAL SETTINGS
panel, the fourth tab will readRTUAL SERVERS instead ofFaiLover. The panel will

look similar to the FOS page, except that you will notice an extra field labeted
TOCOL:
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Figure 9-9 Virtual Servers Panel (Initial)

PIRANHA COMNFIGURATION TOOL INTRODUCTION | HELF

CONTROIL/MOMITORING | GLOBAL SETTINGS REDUNDAHCY

| STATUS | NAME | PORT . PROTOCOL |

| ADD| | DELETE| ‘ EDIT| ‘ (DE)ACTIVATE| | CONFIRM

Mote: Use the radio button on the side to select which wirmal service you wish to edit before selecting 'EDIT or
"CELETE’

TheprroTocoL field makes it possible to define the server as using either the TCP or
UDP protocols. AconFIRM button has also been added to permit confirmation of any
changes to theroTocoL field.

A new server can now be added using #oe button:
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Figure 9-10 Virtual Servers Panel (Server Added)

PIRANHA COMNFIGURATION TOOL INTRODUCTION | HELF

CONTROL/MONITORING | GLOBAL SETTINGS REDUNDANCY

STATUS | NAME | PORT | PROTOCOL

o~ down [server_name] a0 “op o udp

| ADD| | DELETE| | EDIT| | (DE)ACTIVATE| ‘ CONFIRM

Fote: Use the radio button on the side to select which virtnal sendce you wish to edit before selecting "ELIT or
'CELETE’

Please Note

If you add more than one server, use the radio button in front
of each line to indicate which server you wish to delete, edit,
(de)activate, or confirm.

Once a new server has been added and selected with the radio buttem7y thatton
will bring you to a panel similar to the one used in FOS:
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Figure 9-11 Virtual Servers Panel (Server Editing)

INTROCLCTION | HELF

CONTROL/MONITORING | GLOBAL SETTINGS REDUNDANCY VIRTUAL SERVERS

EDIT: ¥IETLAL SERVER | BEAL SERVER | MOMITORING SCRIPTS
Mame: Iﬂserver_name]

Application port; IBD

Address: IEIZI.IZI.IZI.IZI

Device: Iﬁethﬂﬂ

Re-entry Time: |15

Service timeout: IE

Load maonitaring tool: ruptime 1 |

Scheduling: Weighted least-connections
Genetic service scripts: ﬂl

Fersistence: I

Persistence Metwork Mask Unused =

: —— Click here ta apply changes to this page
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The fields will be filled in with defaults; theame andaddress fields must be modified.
Modify the remaining fields as appropriate.
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A Additional Resources

The following are additional sources of information and assistance for Linux High
Availability, LVS, and Red Hat Piranha.

A.1 Documentation

If the piranha-docs = RPM package has been installed on your system, there are
additional help and information files located in:

/usr /doc/piranha-docs-*/*

This directory includes text, html, and Postscript documents providing information
on LVS configuration, architectures, and more.

Further information can also be found in the man pagepitse , nanny, Ivs ,
fos , ipvsadm , andlvs.cf

A.2 Websites

http://www.redhat.com/ — The Red Hat home page. Contains links to product infor-
mation, announcements, downloads, training, on-line purchasing, etc.

http://www.redhat.com/apps/community/ — The Red Hat community page. Contains
online documentation, whitepapers, and links to the Piranha dedicated Web pages.

http://bugzilla.redhat.com/bugzilla — The Red Hat Bugzilla page. For searching or
logging bug reports on Red Hat Linux products.

http://www.linuxvirtualserver.org/ — The community LVS project page. The central
source for LVS information, documentation, and patches. This site also has a links
page, with links to many high availability and clustering-related pages for Linux.

http://www.linuxdoc.org/ — The Linux Documentation Project site.

A.3 Mailing Lists

In most cases, the authors of the software components involved with high aailability
Linux are active participants in the followingmailing lists:
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e Linux Virtual Server (LVS) mailing list— To subscribe to the list, send a message
to: Ivs-users-subscribe@LinuxVirtualServer.org

* Linux High Availability Developers mailing list — To subscribe to the list, go to
http://lists.tummy.com/mailman/listinfo/linux-ha-dev. The project’'s homepage is
http://linux-ha.org/.
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B A Sample /etc/lvs.cf File

The following file is a heavily-commented sample oflas.cf  file. A copy of this
file is present in thgiranha andpiranha-docs  RPMs; you can find them in
lusr/doc/  <pkgname>*/sample.cf  , where<pkgname> is eithermpiranha

or piranha-docs

This file is generated by the piranha GUI. Do not hand edit. All
modifications created by any means other than the use of piranha
will not be supported.

This file has 3 sections. Section 1 is always required, then EITHER
section 2 or section 3 is to be used.
1. LVS node/router definitions needed by the LVS system.
2. Virtual server definitions, including lists of real
servers.

3. Failover service definitions (for any services running on
the LVS primary or backup node instead of on virtual
servers). NOTICE: Failover services are an upcoming feature
of piranha and are not provided in this release.

SECTION 1 - GLOBAL SETTINGS
The LVS is a single point of failure (which is bad). To protect

against this machine breaking things, we should have a
redundant/backup LVS node.

HFHEFHHFHFHFHFEHFEHFHFHFHR HHHH HoHHHHHHHH

service: Either "Ilvs" for Virtual Servers or "fos" for
Failover Services (defaults to "lvs" if
missing)
primary: The IP of the main LVS node/router
backup: The IP of the backup LVS node/router
backup_active: Set this to 1 if using a backup LVS
node/router
heartbeat: Use heartbeat between LVS nodes
keepalive: Time between heartbeats between LVS machines.
deadtime: Time w/ out response before node failure is
assumed.
service = Ivs
primary = 207.175.44.150
backup = 207.175.44.196

backup_active = 1
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heartbeat = 1
heartbeat_port = 1050
keepalive = 6
deadtime = 18

# All nodes must have either appropriate .rhost files set up for all

# nodes in the cluster, us use some equivalent mechanism. Default it

# rsh, but you may set an alternate command (which must be equivalent
# to rsh) here (ssh is the most common).

rsh_command = rsh
# Ivs server configuration environments: NAT, Direct Routing, and

# Tunneling. NAT (Network Address Translation) is the simplist to set
# up and works well in most situations.

#
# network = direct
# network = tunnel

network = nat
nat_router = 192.168.10.100 ethl:1

SECTION 2 - VIRTUAL SERVERS

Information we need to keep track of for each virtual server is:

scheduler: pcc, rr, wic, wrr (default is wic)

persistent: time (in seconds) to allow a persistent service
connection to remain active. If missing or set to O,
persistence is turned off.

pmask: If persistence is enabled, this is the netmask to
apply. Default is 255.255.255.255

address: IP address of the virtual server (required)

active: Simple switch if node is on or off

port: port number to be handled by this virtual server

(default is 80)

load_monitor: Tool to check load average on real server machines.
Possible tools include rup, ruptime, uptime.

timeout: Time (in seconds) between service activity queries

reentry: Time (in seconds) a service must be alive before it is
allowed back into the virtual server's routing table
after leaving the table via failure.

send: [optional] test string to send to port

expect: [optional] test string to receive from port

protocol: tcp or udp (defaults to tcp)

HHEFHFIFHFFHFEHFHFEHFHFHFHFHF R
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# This is the needed information for each real server for each Virtual

# Server:

# address: IP address of the real server.

# active: Simple switch if node is on or off
# weight: relative measure of server capacity

virtual serverl {

address = 207.175.44.252 eth0:1

active = 1

load_monitor = uptime

timeout = 5

reentry = 10

port = http
send = "GET / HTTP/1.0\r\n\r\n"
expect = "HTTP"

scheduler = wic

persistent = 60

pmask = 255.255.255.255
protocol = tcp

server Reall {

address = 192.168.10.2
active = 1

weight = 1
}

server Real2 {
address 192.168.10.3
active
weight
}
}

virtual server2 {
address = 207.175.44.253 eth0:1
active = 0
load_monitor = uptime
timeout = 5
reentry = 10
port = 21
send = "\n"

1
1

server Reall {
address = 192.168.10.2
active = 1
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}

server Real2 {
address = 192.168.10.3
active = 1

}

SECTION 3 - FAILOVER SERVICES

LVS node Service failover. This section applies only to services
running on the primary and backup LVS nodes (instead of being part
of a virtual server setup). You cannot currently use these services
and virtual servers in the same setup, and you must have at least a
2 node cluster (a primary and backup) in order to use these failover
services. All nodes must be identically configured Linux systems.

Failover services provide the most basic form of fault recovery. If
any of the services on the active node fail, all of the services

will be shutdown and restarted on a backup node. Services defined
here will automatically be started & stopped by LVS, so a backup
node is considered a "warm" standby. This is due to a technical
restriction that a service can only be operational on one node at a
time, otherwise it may fail to bind to a virtual IP address that
does not yet exist on that system or cause a networking conflict
with the active service. The commands provided for "start_cmd" and
"stop_cmd" must work the same for all nodes. Multiple services can
be defined.

Information here is similar in meaning and format to the virtual
server section. Failover Services and Virtual Servers cannot both be
used on a running system, so the "service = xxx" setting in the
first section of this file indicates which to use when starting the
cluster.

HHEFHFFHFHHHHFEHFEHFHFHFHFH HHEHFEHEHFHHHH

failover webl {

active = 1
address = 207.175.44.242 eth0:1
port = 1010

send = "GET / HTTP/1.0\\n\r\n"
expect = "HTTP"

timeout = 10

start_cmd = "/etc/rc.d/init.d/httpd start"
stop_cmd = "/etc/rc.d/init.d/httpd stop”
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}

failover ftp {

active = 0

address = 207.175.44.252 eth0:1

port = 21

send = "\n"

timeout = 10

start_cmd = "/etc/rc.d/init.d/inet start"
stop_cmd = "/etc/rc.d/init.d/inet stop"
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C Getting Technical Support

Please Note

Red Hat High Availability Server 1.0 includes additional
support offerings. Please refer to the terms and conditions
document present in your Red Hat High Availability Server
box.

C.1 Remember to Sign Up

If you have an official edition of Red Hat Linux 6.2, please remember to sign up for
the benefits you're entitled to as a Red Hat customer.

You'll be entitled to any or all of the following benefits, depending upon the Official
Red Hat Linux product you purchased:

» Official Red Hat support — Get help with your installation questions from Red
Hat, Inc.’s support team.

* Priority FTP access — No more late-night visits to congested mirror sites. Own-
ers of Red Hat Linux 6.2 receive free access to priority.redhat.com, Red Hat'’s
preferred customer FTP service, offering high bandwidth connections day and
night.

* Red Hat Update Agent — Receive e-mail directly from Red Hat as soon as up-
dated RPMs are available. Use Update Agent filters to receive notification about
only those subjects that interest you.

* Under the Brim: The Official Red Hat E-Newsletter — Every month, get the
latest news and product information directly from Red Hat.

To sign up, go to http://www.redhat.com/now. You'll find yoBersonal Product
ID on a red and white card in your Official Red Hat Linux box.
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C.2 An Overview of Red Hat Support

Red Hat provides installation assistance for Official Red Hat Linux boxed set prod-
ucts and covers installation on a single computer. This assistance is intended to help
customers successfully install Red Hat Linux. Assistance with installation is offered
via telephone and the Web.

Red Hat Support will attempt to answer any questions you may have before the in-
stallation process is initiated. This includes the following:

* Hardware compatibility questions
* Basic hard drive partitioning strategies
Red Hat, Inc. Support can also provide assistance during the installation process:

» Getting any supported hardware recognized by the Red Hat Linux operating sys-
tem

» Assistance with drive partitioning

» Configuring Red Hat Linux and up to one other operating system (on Intel plat-
forms only) to dual-boot using the Linux boot loader LILO. Please note that third
party boot loaders and partitioning software are not supported.

We can also help you with basic post-installation tasks, such as:

»  Successfully configuring the X Window System using XF86Setup or Xconfigu-
rator

» Configuring a local parallel port printer to print text
» Configuring a mouse

Our installation assistance service is designed to get you up and running with Red
Hat Linux as quickly and as easily as possible. However, there are many other things
that you may want to do with your Red Hat Linux system (from compiling a custom
kernel to setting up a Web server) which are not covered.

For assistance with these tasks, there is a wealth of on-line information available in the
form of HOWTO documents, Linux-related websites, and commercial publications.
The Red Hat Linux operating system includes the various Linux HOWTO documents
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on the installation CD in the&loc/HOWTO directory as plain text files that can easily
be read from within Red Hat Linux and other operating systems.

A large number of Linux-related websites are available. The best starting point for
finding information on Red Hat Linux is the Red Hat, Inc. website at:

http://www.redhat.com/

Many Linux-related books are available. If you're new to Linux, a book that covers
Linux basics will be invaluable. We can recommend several titlessng Linux by

Bill Ball; Linux Clearly Explainedby Bryan Pfaffenberget;inux for Dummiesby

Jon "maddog" Hall; ané Practical Guide to Linuxby Mark G. Sobell.

Red Hat also offers various incident-based support plans to assist with configuration
issues and tasks that are not covered by installation assistance. Please see the Red
Hat Support website for more information. The Red Hat technical support website is
located at the following URL:

http://www.redhat.com/support/

C.3 Scope of Red Hat Support

Red Hat, Inc. can only provide installation assistance to customers who have pur-
chased an Official Red Hat Linux boxed set. If you have obtained Linux from any
other company, you must contact that company for support. Examples of such com-
panies are as follows:

 Macmillan

e Sams/Que

e Linux Systems Labs (LSL)
 Mandrake

* CheapBytes

Additionally, Red Hat Linux obtained via any of the following methods does not
qualify for support from Red Hat:

 Red Hat Linux PowerTools Archive




212

Appendix C:Getting Technical Support

» Downloaded via FTP on the Internet
* Included in a package such as Motif or Applixware
» Copied or installed from another user’'s CD

C.4 The Red Hat Support System

As of October 1999, Red Hat, Inc. has implemented a new technical support system.
If you signed up for technical support in the past with Red Hat, it may be necessary
for you to sign up again. The new system will implement a unified login and pass-
word that will work across the entire Red Hat website. The support system will also
automatically route and track service requests.

If you haven’t signed up yet, then you should. Instructions for how to sign up are
provided next, in Section C.5Jow to Get Technical Support

C.5 How to Get Technical Support

In order to receive technical support for your Official Red Hat product, you first have
to sign up.

Every Official Red Hat product comes with a Personal Product Identification code:
a 16-character alphanumeric string. The Personal Product ID for Red Hat Linux 6.2
is located on a red and white card that can be found inside the box. Your Personal
Product ID is on a perforated card that you can punch out and keep in a safe place.
You need this code, so don’t lose the card!

Please Note

Do not throw away the card with your Personal Product ID.

You need the Personal Product ID to get technical support.
If you lose the certificate, you may not be able to receive

support.

The Personal Product ID is the code that will enable your technical support and any
other benefits or services that you purchased from Red Hat, depending upon which
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Red Hat product you purchased. The Personal Product ID may also enable priority
FTP access, depending on the product that you purchased, for a limited amount of
time.

C.5.1 Signing up for Technical Support

You'll need to:

1. Create a customer profile at http://www.redhat.com/now. You may have already
completed this step; if you have, continue to the next step. If you do not already
have a customer profile on the Red Hat website, please create a new one.

2. With your login name and password, please login at the Red Hat Support website
at http://www.redhat.com/support.

3. Update your contact information if necessary.

Please Note

If your e-mail address is not correct, communications
regarding your technical support requests CANNOT be
deliveredto you, and you will not be able to retrieve your
login and password by e-mail. Be sure that you give us
your correct e-mail address.

If you're worried about your privacy, please see Red Hat’s privacy statement at
http://www.redhat.com/legal/privacy_statement.html.

4. Add a product to your profile. Please enter the following information:
e The Personal Product ID for the boxed set product

* A description of the hardware on which the Red Hat Linux product will be
installed

* The Support Certificate Number or Entitlement Number if the product is a
contract

5. Set your customer preferences.
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6. Answer the optional customer questionnaire.
7. Submit the form.

If the previous steps were completed successfully, you can now login at
http://www.redhat.com/support and open a new technical service request. However,
you must still use your Personal Product ID in order to obtain technical support via
telephone (if the product you purchased came with phone support). Please do not
lose your Personal Product ID, or you might not be able to receive support.

C.6 Questions for Technical Support

Technical support is both a science and a mystical art form. In most cases, support
technicians must rely on customer observations and communications with the cus-
tomer in order to diagnose and solve the problem. Therefore, it is extremely impor-
tant that you are as detailed and clear as possible when you state your questions and
report your problems. Examples of what you should include are:

« Symptoms of the problem (for example: "Linux is not able to access my
CD-ROM drive. When it tries, | get timeout errors.")

* When the problem began (for example: "My system was working fine until yes-
terday, when a lightning storm hit my area.")

* Any changes you made to your system (for example: "l added a new hard drive
and used ‘Partition Wizzo’ to add Linux partitions.")

» Otherinformation that may be relevant to your situation, such as the installation
method (CD-ROM, NFS, HTTP)

C.6.1 How to Send Support Questions

Please login at http://www.redhat.com/support and open a new service request, or call
the phone number for support. If your product came with phone support, or you've
purchased a phone support contract, the phone number you'll need to call will be
provided to you during the sign up process.
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C.7 Support Frequently Asked Questions (FAQ)
C.7.1 Q: E-Mail Messages to support@redhat.com Bounce

| send e-mail to support@redhat.com but my messages bounce back to me. What is
the problem?

C.7.2 A: support@redhat.com Is Not Used at This Time

To better serve our customers, Red Hat is re-engineering our e-mail support process.
At this time, the support@redhat.com address is not functional. In the meantime,
please use support via the Web or by telephone.

C.7.3 Q: System Won't Allow Login
| know that | have already signed up, but the system will not let me log in.

C.7.4 A: Old Logins and Passwords Won't Work

You could be trying to use an old login and password, or simply mistyping your login
or password.
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D Installing Without Partitioning

This chapter explains how to install Red Hat Linux 6.2 without creating Linux parti-
tions on your system.

Please Note

Although this is a great way to explore the world of Red
Hat Linux without having to put Linux partitions on your
system, please note that you will still have to perform a full
Red Hat Linux installation as outlined in this manual.

Please Note

You must currently have a formatted DOS (FAT) filesystem
in order to perform this type of installatiotsers who have
Win95/98 should have no problems with this type of instal-
lation. Users who have NTFS partitions (such as those using
Windows NT) will have to create and format a DOS (FAT)
filesystem before this installation can be performed. This
installation will not work unless the DOS (FAT) filesystem
has been formatted prior starting the Red Hat Linux instal-
lation.

D.1 The Ups and Downs of a Partitionless Installation

There may be reasons why you might want to perform a partitionless installation, but
there also are some drawbacks (depending on how you look at them).

Here we will cover the basics of what will happen, both during an installation and as
a result of this type of installation, and how your system will be affected.

Basic Installation




218

Appendix D:Installing Without Partitioning

You will perform a basic Red Hat Linux installation. However, instead of
adding Linux partitions to your system, you will edit an existing, formatted
DOS (FAT) partition (that must have enough free space) to be named root (/).

Unlike a typical Red Hat Linux installation, you will not need to format any
partitions, since you will not be adding any partitions to your system.

LILO ( LInux LOader) and Boot Disk

In a partitionless installation, you will not configure LILO (the Linux LOader).
In a typical installation, you are able to choose where you would like LILO to
be installed — either on the master boot record (MBR) or on the first sector of
your root partition — or you can choose not to install LILO at all.

You must create a boot disk in order to access Red Hat Linux with a partition-
less installation, and you will be prompted to create a boot disk at the end of
the installation.

Performance Implications

Red Hat Linux will perform slower than it would if it had its own dedicated
partitions. However, for those of you unconcerned with speed, a partitionless
installation is a great way of seeing what Red Hat Linux has to offer without
having to deal with partitioning your system.

D.2 Performing a Partitionless Installation

If you have a DOS (FAT) filesystem you must first make sure you have a DOS (FAT)
partition with enough free space to dedicate to this installation.

D.2.1 How Much Space Do | Need?

Like a typical installation, you will need to have enough available space in order
to install Red Hat Linux on your system. To give you an idea, below is a list of
installation methods and theminimumspace requirements.

For more information about these installation classes, see Section 3t&y,7 -
Which Installation Type is Best For You?

e Cluster Server - 1.7GB




Section D.2:Performing a Partitionless Installation 219

e Custom (choosingverything - 1.7GB
D.2.2 Using Disk Druid

Since you will not be adding partitions or creating new patrtitions, there is relatively
little that you actually need to do withisk Druid (a GUI partitioning tool).

Figure D-1 Choosing DOS (FAT) Partition to Define as /

Online Help Disk Druicl

[& | Partitions

J Mount Paoint| Device| Requested|  Actual| Type
Pa[’titi()l’ls <not set=  sdad 1020k 10200 Win33 FATIZ
Where do youwant to
install Red Hat Linuz?

Please note: [f you are
performing a
Partitionless Installation
you will need to define
an existing

DOE/Windows partidon : ;
as root, shown as . Click add.. | Edlt. | Delete | Reset | Iake R&ID Device
on the FAT partiion you Drive Summary

want to select for this
installation, Once it is
highlighted, click Zdit to
assign it the mount point
of # {root). Click 2% when
you're done, Once you
have confirmed this
choice, you willneed to

a

P T NS Sy

P Hide Help <] Back | [ Mext |

What you should see whddisk Druid’s main screen appears is a list of your DOS
(FAT) partitions (see Figure D—-Xhoosing DOS (FAT) Partition to Define ag /
Choose a DOS (FAT) partition with enough available free space to install your choice
of installation classes. Highlight the partition by clicking on it with your mouse or
by using thgTab], [up] and[Down] keys.

Drive |Geom [C/HS] | Total (M) Free (M)|Used (M)| Used (%)
hia FE4/255/63]  B143M  B143M o 0%
1 10200 EEEE 99%

Once the desired partition is highlighted, choase. A new window will appear
allowing you to name this partition (see Figure DERjting a DOS (FAT) Partition
In themount point  field, label this partition ag (known as root) and clicknter.
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Figure D—2 Editing a DOS (FAT) Partition

Mount Point. |1 i
aize (Megs): 1020
o Grow ta fill disk?

Sllacation Status: Successl

Parition Type: Win3da FATIZ |

‘ Ok | Cancel |

A confirmation window (see Figure D—&onfirmatior) will appear next asking you

to confirm that you do want to continue with this installation. It also explains that
you cannot have any Linux partitions on your system other than thbeled DOS
partition that you have just created. Cligds to continue.

Next, you will be able to determine the root filesystem size and the swap size of this
/| partition.

The installation program will determine the maximum size for the root filesystem
(Figure D—4,Configuration of Filesysteln You can make the root filesystem any-
thing you would like, as long as it does not exceed the maximum size recommenda-
tion.

The size you create for the root filesystem is the amount of disk space available for the
entire filesystem (this means that you need to keep in mind the size of the installation
class as well as allow you space to write and save data to).
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Figure D—3 Confirmation

You've asked to put your root () filesystem on
a DOE-style FAT partition. You can do this,
@ bt wou may not use any other filesystems for
a9 yvour Linus system. Additionally, there will be
a speed penalty for hot using Linus-native
paditions. Do you want to continue?

Yes | ‘ Mo

Swap space acts like virtual memory. In other words, data is written to a swap par-
tition when there is not enough RAM to store the data your system is processing.
The installation program will set swap to 32MB as a default. You can choose to in-
crease the swap size if desired, but there is no need to create a swap space larger than
256MB.

From here, you can continue following the main installation chapter (see Section
4.7,Network Configuratiohfor further installation instructions. The only difference
you will see from this point is a screen prompting you to create a boot disk. Once
you make the boot disk and follow the other instructions, your installation will be
complete.

To access Red Hat Linux, make sure the boot disk that you created during the instal-
lation is in your floppy drive. When you reboot your system it will enter into Red
Hat Linux rather than your other OS. To access your other OS, remove the boot disk
and reboot your system.
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Figure D—4 Configuration of Filesystem

Online Help Install Window
Youve chosen to put your root filesystem in a file on an
already - existing DOS or Windows filesystem. How large, in megabytes,
should would you like the root filesystem to be, and how much swap

Filesystem space would you like? They must total less then 1542 megabytes in
g g size.
Configuration
Roat filesystemn size: [1275 =
First, choose a root
filesystem size value, if Swap space size: |3z ?
vou do know want to
accept the default value.
The root fllesystem

default is one—halk of the
available free space.

Swap space defaults to
32 megabytes, but you
can make it larger if
NECEssary.

P Hide Help <] Back | B Next

D.2.3 How to Remove a Partitionless Installation From Your
System

To remove this partitionless installation, you will need to delete the following files:

redhat.img
rh-swap.img

These files can be found in the partition’s root directory (knowh aader Dos/Win-
dows.)

Once these files have been removed, Red Hat Linux will no longer boot on your
system. Your system will return to its previous state and you will be able to access
the space used by Red Hat Linux as you normally would.
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E Removing Red Hat Linux

To uninstall Red Hat Linux from your system, you will need to remove the LILO
information from your Master Boot Record (MBR).

There are several methods to removing LILO from the master boot record of the
machine. Inside of Linux, you can replace the MBR with an earlier saved version of
the MBR using the /sbin/lilo command:

/sbin/lilo -u

In DOS, NT, and Windows 95 you can ufsksk to create a new MBR with the "un-
documented" flagmbr . This will ONLY rewrite the MBR to boot the primary DOS
partition. The command should look like:

fdisk /mbr

If you need to remove Linux from a hard drive, and have attempted to do this with
the default DOSdisk, you will experience the "Partitions exist but they don’t exist"
problem. The best way to remove non-DOS partitions is with a tool that understands
partitions other than DOS.

You can perform this with the installation floppy by typing "linux expert" (without
the quotes) at thboot: prompt.

boot: linux expert

Select install (versus upgrade) and when it comes to partitioning the drive, choose
fdisk. In fdisk type[p] to print out the partition numbers, and remove the Linux parti-
tions with the[d command. When you're satisfied with the changes you have made,
you can quit with gw] and the changes will be saved to disk. If you deleted too much,
type [q] and no changes will occur.

Once you have removed the Linux partitions, you can reboot your computer by press-
ing [Control-]-[Alt-]-[Delete] iNstead of continuing with the install.




224 Appendix E:Removing Red Hat Linux




Index

225

Index
A
adding partitionS...................... 65
architecture
FOS ..o 110
ATAP| CD-ROM
unrecognized, problems with.....44
authentication configuration.......78
MD5 ..o 78
NIS. e 78
shadow..........ccovvvviiiiiinn. .. 78
autoboot...................o 42
automatic partitioning............... 58
SEIVEL it 58
workstation....................... .. 58
B
backup node
FOSusageof................... 110
bootdisk .........ccooiiiiiiiiiii 71
bootable CD-ROM.................. 42

booting installation program.......39

C

canceling the installation............45
CD-ROM

ATAPL Lo, 44
ATAPI, unrecognized, problems
with ... 44
bootable ...l 42
IDE. ... 44

IDE, unrecognized, problems

with ... 44
other ..., 44
SCSl i 44
CD-ROM installation................ 44
class
installation.......................... 50
ClocK ... 75
clusters, multiple FOS............ 147
components
of LVScluster................... 156
components, FOS-related........ 117
configuration
ClOCK ..o 75
FOS, step-by-step............... 134
FOS-related...................... 121
LVS cluster, basic.............. 149
Piranha Web Interface... .183
time. ..o 75
timezone.................cooeeen . 75
XFree86.......oovvvviiiiiiiinn. .. 83
configuration file
FOS-related...................... 126
global cluster entries.............. 127
per-service settings............ 129
configuration files
synchronizing with FOS ...... 138
configuration, LVS................. 165
configuring LILO..................... 68
configuring network ................. 73
configuring X........cccvviiiiinn... 83
connectivity, software............. 163

consoles, virtual ..................... 38



226

Index

CONTROL/MONITORING panel...... 186
D
dd, creating installation diskette
WIth L 29
deleting partitions..................... 67
dependencies
installing packages............... 82
upgrading packages............. 97
direct routing
enabling ................ooooel . 162
routing methods, LVS.......... 150
disk
01 ] S 71
Disk Druid .......c.ovviiiiiiie, 60
adding partitions . ................ 65
buttons..............o 64
deleting partitionS................ 67
drive summaries.................. 63
editing partitions . ................. 66
partitions ..o, 60

problems adding partitions..... 63
diskette

boot, creating ...................... 28

network boot, creating........... 28

PCMCIA support, creating..... 28
diskette, making under Linux-like

OS . 29

diskette, making with MS-DOS.....28

E

editing partitions..................... 66
error messages
FOS-related...................... 145

letc/lvs.cf file................ 157
contentsof....................... 166
exampleof....................... 203

example cluster, LVS............. 171
step-by-step.........ccoeiiiiin 172

expect String..................... 132

expert installation mode..............40

F

failover
additional.................oooe 143
FOS environment............... 116

FAILOVER panel ..................... 190

failover services

(See FOS)

failover, forcing .................... 141

fAiSK v 55

features
Piranha Web Interface........... 183

features of FOS.................... 107

features, new to 6.2
overview of
( See new features)
file copying

FOS-related...................... 134
formatting partitions.................. 67
FOS

additional failover............... 143

additional information for...... 147

architecture of................... 110

backupnode .................... 110

common problems............. 142

componentsof.................. 117

configuration file................ 126



Index

227

global cluster entries........ 127

per-service settings......... 129
configuration files

synchronizing................ 138
configurationof.................. 121
copyingfiles..................... 134
error MmessSagesS........vvvvvune. 145
expect string................... 132
failover ...l 116
failover, additional.............. 143
failover, forcing.................. 141
features of..............cooevvnns 107
further reading................... 147
heartbeat used by.............. 111
log files

filling rapidly .................. 144
log files, reviewing.............. 140
lvs.cf  file.............oill. 126
messages, erar................ 145
multiple clusters of............. 147

nanny daemon

service failures reported by.. 142

node failover, forcing.......... 141
node states....................... 111
nodes used by................... 110
overviewof....................... 107
packaging.........cooevvieaanns 110
ping-pong failures............... 143
Piranha Web Interface on inactive
node.........covvvviinnnnn.. 145
prerequisites .................... 121
primary node .................... 110

ps command used with....... 140

requirementsof................. 110
restrictionsof .................... 108
RPMsusedby................... 110
ISh o 134
send String.........cooevvveiinnn 132
service failover, forcing........ 141
service monitoring............... 113
Services using................... 112
services, starting and stopping

Of oo 138
shuttingdown ................... 143
SSh. 134
start_cmd  config file entry . 132
starting........ccooevviiiiiiiinn.. 141

stop_cmd config file entry ... 132
telnet as a diagnostic tool.... 142

telnet, testing with............... 139
testingof ..., 138
troubleshooting of ............... 142
VIP addresses used by........ 112

virtual IP addresses used by
( See VIP addresses used by )
web service independent of.. 144

FSCK o 67

further reading
FOS-related...................... 147

G

GLOBAL SETTINGS panel........... 187

H

heartbeat



228

Index

FOSusageof................... 111

I

IDE CD-ROM
unrecognized, problems with.....44

individual packagesS................. 81
selecting..c....oovvviiiiiiinnnanns 81

information, FOS-related........ 147

install
CD-ROM.....ccovviviiiiiiieee 42
FTP 43
Hard Drive..................ooene. 43
HTTP o 43
NFSImage......................... 43

installation
aborting..........ooiiiiiin 45
CD-ROM. ..o 44
FTP

( SeeOfficial Red Hat Linux
Reference Guidg
getting Red Hat Linux...........23
hard drive
( SeeOfficial Red Hat Linux
Reference Guidg
HTTP
( SeeOfficial Red Hat Linux
Reference Guide
installing without partitioning.. 217

preparingfor....................... 23
starting........cooevveiiiiiiiin. .. 43
text mode

( SeeOfficial Red Hat Linux
Reference Guidg
via network

( SeeOfficial Red Hat Linux
Reference Guide

installationclass..................... 50

installation method
CD-ROM. ..o 42
FTP 43
harddrive ......cooovvviiiiinnn .. 43
HTTP o 43
NFSImage...................... .. 43
selecting..c.....ooovviiiiiinenan, 42
text mode

( SeeOfficial Red Hat Linux
Reference Guidg

installation mode, expert..........40
installation mode, serial..............41
installation mode, text.............. 40

( See alsdDfficial Red Hat Linux
Reference Guidg

installation partitioning ............. 60
installation problems
IDE CD-ROM related..............44
installation program
booting..........oovviiiiii 39
booting without diskette ........ 42
starting........coovveeiiiiiiie. 38
user interface ..................... 37
virtual consoles.................... 38
installation, LVS ................... 165
installation, starting................. 37
installing packages..................80
IP encapsulation
routing methods, LVS.......... 150
IP encapsulation, enabling...... 161
ipvsadm program................ 157



Index

229

J
job scheduling, LVS. .............. 155
K
kerneloptions........................ 41
keyboard
configuration ...................... 46
keyboard type
selecting..c....oovvvviiiiiinenann, 46
keymap
selecting type of keyboard.....46
L
language
selecting..c.....ooovviiiiiinenan, 46

least connections
( See job scheduling, LVS)

LILO. o 68
alternativesS t0..................... 72
bootdisk............coooiiiitt. 72
commercial products.......... 73
LOADLIN ......cooviiiiien, 72
SYSLINUX. ..o 73
choosing not to install........... 71
configuration ...................... 68
MBR....oo 69
(0)V/=T 411V 1111 [o [P 71
FEMOVING .eevveeeiiiiiiaeeanns 223
root partition, installing on...... 69
SMP Motherboards.............. 73
using boot disk in replace of ..... 71

Linux virtual server
( See LVS)

Linux-like OS
creating installation diskette

with ... 29
LOADLIN ... 72
log files

filling rapidly ..................... 144
FOS-related...................... 140
LVS
componentsof.................. 156
configurationof.................. 165
configuration, basic............ 149
direct routing, enabling........ 162
letc/lvs.cf file....... 157, 166
example cluster................. 171
step-by-step.............o... 172
installing ..., 165
introductionto................... 149
IP encapsulation, enabling... 161
ipvsadm program............. 157
job scheduling................... 155
lvs daemon.................... 156
nanny daemon................. 157
NAT routing, enabling........... 160
persistence.............cc.oeennn 162
Piranha Web Interface........... 157
pulse daemon................. 156
requirements, hardware/net-

WOrK ... 159

routing methods
direct routing.................. 150
IP encapsulation............. 150
NAT . 150
tunneling....................... 150

routing prerequisites. ...........



230 Index
scheduling, job.................. 155 RAID config in kickstart......... 21
send_arp program........... 157 RAID upgrades.................... 21
software connectivity.......... 163 rescuedisk...........ooiiiiill. 21
tunneling, enabling............. 161 node failover, forcing.............. 141

lvs daemon........................ 156 node states
Ivs.cf  file FOSusageof................... 111
exampleof....................... 203 nodes
FOS-related...................... 126 FOSusageof................... 110
M O
master boot record options, kernel........................ 41
seeMBR ... 69  OS/2 i 69
MBR
installing LILOON ................. 69 P
messages, error package groups .........oevevenn.. 80
FOS'related ...................... 145 Se'ecting ____________________________ 80
mouse, Conﬁguration ............... 48 packages
mouse, selecting..................... 48 installing ..................c........ 80
MS-DOS o SeleCting ..o vvveieeiieei 80
creating installation diskette Partition Magic....................... 73
With . 28 partition problems................... 63
N partitioning ...............coooiinn. 60
automatiC.............ooeeeveaannns 58
nanny daemon .................... 157 withfdisk ...l 55
nannydaemon partitioning your system............ 60
service failures reported by... 142 partitionless installation.......... 217
NAT behind the scenes.............. 217
enabling ...............ooeeel . 160 performing........................ 218
routing methods, LVS.......... 150 space requirements............ 218
network configuration................ 73 password
new features.............ocoevivnenns 21 Piranha Web Interface........... 185
ATAPI Zip drive recognition ..... 21 settingroot.............oooeveeenns 76
fdisk partitioning tool ............ 21 persistence ............ooeeeveeann. 162
install-related ...................... 21 ping-pong failures, FOS-related .. 143



Index 231
Piranha Web Interface............. 157 Piranha Web Interface........... 183
configurationof.................. 183 requirements (LVS)............... 159
CONTROL/MONITORING panel.... 186 requirements for using FOS.... 110
FAILOVER panel................... 190 rescue mode...........oceeveiinnnnn. 72
featuresof...................el. 183 restrictions of FOS................ 108
GLOBAL SETTINGS panel......... 187 root password........................ 76
hintsusing........................ 185 round robin
password, setting................ 185 ( See job scheduling, LVS)
REDUNDANCY panel.............. 189 routing
requirementsof................. 183 prerequisites for LVS.......... 160
running on inactive node....... 145 rsh
security implications of........ 184 FOS-related...................... 134
tourof ... 185
URL, initial ...............ooeeee. 185 S
user interface hints............. 185 scheduling, job (LVS)............. 155
VIRTUAL SERVERS panel......... 194 security
pr_erequisites, FOS-related...... 121 Piranha Web Interface 184
primary node selecting packages.................. 80
FOSusageof................... 110 send strin 132
o P
problems, FgS-reIated ........... 142 send_arp program .............. 157
pché())énm?r][ q 140 serial mode, installation............41
pulse -(SZSrr?oh """"""""""" 156 service faiIO\_/er,_forcing .......... 141
..................... service monitoring
R FOS ..o 113
services
rawrite, creating installation diskette FOS . 112
With ... 28 starting and stopping of....... 138
recursion shutdown
( See recursion ) FOS-related...................... 143
REDUNDANCY panel ................ 189 SMP Motherboards
removing LILO e 73
LILO e 223 software connectivity............. 163
Red Hat LinuX................... 223 ssh
requirements FOS-related...................... 134



232

Index

start_ cmd  config file entry.... 132
starting installation ................. 43
starting installation program........38

stop_cmd config file entry ..... 132
support, technical
( See technical support)

SWAP Lt 62
manually partitioning. ............ 60
server auto-partition.............. 30

synchronizing files, FOS-related . 138

SYSLINUX. ..o 73

System Commander................ 73

T

technical support.................. 209
FAQ ..o 215

how to send questions for.... 214
how to state problems for...... 214
not provided for other companies’

products .................... 211
policy overview.................. 210
registering
viatheWeb .................... 213
signingupfor.................... 212
telnet
testing FOS with ................ 139
telnet as a diagnostic toal ....... 142
testing
FOS-related...................... 138

text mode installation
( SeeOfficial Red Hat Linux Ref-
erence Guidg
time zone configuration............75
troubleshooting

FOS-related...................... 142
tunneling

routing methods, LVS.......... 150
tunneling, enabling ............... 161
U
unallocated partition(s). .............63
uninstalling ..................ool 223
unresolved dependencies

full installation..................... 82

upgrade........cooviiiiiiiieei i 97
upgrade . c...vveee e 93

customizing..........ooeevveeiinnn 95

descriptionof ...................... 93

package selection.................. 95

packages...........oooiieiiiiinn. 95

starting........coovveeiiiiiiin. 93

unresolved dependencies...... 97
URL

Piranha Web Interface......... 185
user account creation............... 78
user accounts

settinguP.c.vvveeeiiiiiiie e 78
user interface, installation program.37
vV
VIP addresses

FOSusageof................... 112
virtual consoles. ..................... 38

virtual IP addresses
( See VIP addresses)
VIRTUAL SERVERS panel ........... 194

W



Index 233

web services
independent of FOS........... 144
weighted least connections
( See job scheduling, LVS)
weighted round robin
( See job scheduling, LVS)

X
X, configuration
GUItoOl. ..o 83
Xconfigurator...........cooeeveeainnn 83
MONItOr SELUP weev v veeeiiieieennn 83
video card setup.................. 85
XFree86

configuration ...................... 83



