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Introduction
Thank you for purchasing Red Hat High Availability Server 1.0. With this product,
it is possible to create solutions that can withstand many common hardware and soft-
ware failures, and still provide service to your customers. In addition, because Red
Hat High Availability Server allows more than one computer to work together to ser-
vice your customers’ needs, maintenance and upgrades can be planned and executed
without an interruption in service.

This manual will guide you through the following steps in deploying a solution based
on Red Hat High Availability Server:

• Begin to learn more about the underlying technology in this introduction, so that
you can start to think about the configuration that would best fit your needs.

• Learn how to install Red Hat Linux 6.2 (the operating system on which Red Hat
High Availability Server is based).

• Learn about theFailover Services(FOS) technology. FOS is used to create pairs
of Linux-based systems that provide the services used by your customers, as well
as implementing a backup system that automatically takes control at the first sign
of problems.

• Learn about theLinux Virtual Server (LVS) technology. Like FOS, LVS can
be used to create pairs of Linux-based systems that act as each other’s backup.
However, LVS goes a step further. Instead of the two Linux-based systems ac-
tually providing your services, they instead monitor and load-balance a pool of
systems (that may or may not be Linux-based), making possible a wider array of
performance and capacity options.

• Learn about the Piranha Web Interface, which uses an intuitive graphical interface
to configure your Piranha system.

Let’s start by taking a quick look at the technology behind Red Hat High Availability
Server.
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Technology Overview
Red Hat High Availability Server uses Piranha to implement highly-available solu-
tions. Piranha is a collection of programs that interact with each other to provide a
clustering solution. It is vital to note thatcluster computing consists of two distinct
branches:

• Compute clustering(such as beowulf) uses multiple machines to provide greater
computing power for computationally-intensive tasks. This type of clustering is
not addressed by Piranha.

• High Availability (or HA) clustering uses various technologies to gain an extra
level of reliability for a service. HA clustering is the focal point for Piranha.

Please Note

The clustering technology described in this document
shouldnot be confused with fault tolerance. Fault tolerant
systems use highly-specialized (and expensive) hardware to
implement a fully-redundant environment in which services
can run, uninterrupted by the most common failure modes.

Red Hat High Availability Server is designed to run on read-
ily-available hardware and to take proactive measures when
a system fault is detected. This results in an environment
that approaches (but does not reach) the availability of fault
tolerant systems, but at a fraction of the cost.

Let’s take a look at some sample configurations, using both FOS and LVS as the base
technology. Note that the boxes in the following diagrams (and the terms used to
describe them) designaterolesrather than specific systems. Also keep in mind that,
due to the variety of ways in which the underlying technologies may be deployed,
you will find that various terms may be used interchangably throughout this and other
cluster-related documents. Although a cluster may be configured such that each role
is carried out by a dedicated system, there is no technological requirement for this.
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However, capacity planning or system administration-related issues may dictate that
dedicated systems be used for the various roles in a given cluster.

Please Note

Due to the variety of ways in which the underlying tech-
nologies may be deployed, you will find that various terms
may be used interchangably throughout this and other doc-
uments. While every attempt has been made to define each
term as it is first used,

Sample Configurations
While Red Hat High Availability Server can be configured in a variety of different
ways, the configurations can be broken into two major categories:

• Configurations based on FOS

• Configurations based on LVS

The choice of FOS or LVS as the underlying technology for your Red Hat High Avail-
ability Server cluster has an impact on the hardware requirements and the service
levels that can be supported. Let’s take a look at some sample configurations, and
discuss the implications of each.

FOS Configurations
Red Hat High Availability Server clusters based on FOS consist of two Linux sys-
tems. Each system must be sized to support the full load anticipated for all services
1. This is necessary, because at any given time only one system (theactive node)
provides the services to your customers.

During the initial configuration of an FOS cluster, one system is defined as thepri-
mary node, and the other as thebackup node. This distinction is made to determine

1 Although there is no technological requirement that each system be identically configured (only that each
system be capable of supporting all services), from a system administration perspective it makes a great deal of
sense to configure each system identically.
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which system will be declared active should both systems find themselves in the ac-
tive state at the same time. In such a case, the primary node will "win".

The active node responds to service requests through avirtual IP (or VIP) address.
The VIP address is an IP address that is distinct from the active node’s normal IP
address.

The other system (theinactive node) does not actually run the services; instead it
monitors the services on the active node, and makes sure the active node is still func-
tional. If the inactive node detects a problem with either the active node or the services
running on it, a failover will be initiated.

During a failover, the following steps are performed:

• The active node is directed to shut down all services (if it is still running and has
network connectivity)

• The inactive node starts all services

• The active node disables its use of the VIP address (if it is still running and has
network connectivity)

• The inactive node is now the active node, and enables its use of the VIP address

• If it is still running and has network connectivity, the formerly-active node is now
the inactive node, begins monitoring the services and general well-being of the
active node

Let’s take a look at the most basic of FOS configurations.

A Basic FOS Configuration

Figure 1,A Simple FOS Configurationshows a Red Hat High Availability Server
FOS cluster. In this case, the active node provides Web and FTP services, while the
inactive node monitors the active node and its services.

While not shown in this diagram, it is possible for both the active and inactive nodes
to be used for other, less critical, services while still performing their roles in an
FOS cluster. For example, the inactive system could runinn to manage an NNTP
newsfeed. However, care must be taken to either keep sufficient capacity free should
a failover occur, or to select services that could be shut down (with little ill effect)
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in the event of a failover. Again, from a system administration standpoint, it may be
desirable to dedicate the primary and backup nodes to cluster-related services, even
if this does result in less then 100% utilization of system resources.

Figure 1 A Simple FOS Configuration

One aspect of an FOS cluster is that the capacity of the entire cluster is limited to the
capacity of the currently-active node. This means that bringing additional capacity
online will require upgrades (or replacements) for each system. While the FOS tech-
nology means that such upgrades can be done without impacting service availability,
doing upgrades in such an environment means a greater exposure to possible service
outages, should the active node fail while the inactive node is being upgraded or re-
placed.

It should also be noted that FOS isnot a data-sharing technology. In other words, if
a service reads and writes data on the active node, FOS includes no mechanism to
replicate that data on the inactive node. This means data used by the services on an
FOS cluster must fall into one or two categories:

• The data does not change; it is read-only
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• The data is not read-only, but it is made available to both the active and inactive
node equally.

While the sample configuration shown above might be appropriate for a Website con-
taining static pages, it would not be appropriate for a busy FTP site, particularly one
where new files are constantly uploaded by users of the FTP site. Let’s look at one
way an FOS cluster can use more dynamic data.

An FOS Configuration With Shared Data

As noted above, some mechanism must be used to make read-write data available to
both nodes in an FOS cluster. One such solution is to use NFS-accessible storage.
By using this approach, failure of the active node will not result in the data being
inaccessible from the inactive node.

However, care must be taken to prevent the NFS-accessible storage from becoming
a single point of failure. Otherwise, the loss of this storage would result in a service
outage, even if both the active and inactive nodes were otherwise healthy. The solu-
tion, as shown in Figure 2,An FOS Configuration With Shared Data, is to use RAID
and other technologies to implement a fault-resistant NFS server.
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Figure 2 An FOS Configuration With Shared Data

While it’s certainly possible that various modifications to the basic FOS cluster con-
figuration are possible, in general, the options are limited to one system providing all
services, while a backup system monitors those services, and initiates a failover if and
when required. For more flexibility and/or more capacity, an alternative is required.
That alternative is LVS.

Typical LVS Configurations
In many ways, an LVS cluster can be thought of as an FOS cluster with a single
difference — instead of actually providing the services, the active node in an LVS
clusterroutesrequests to one or more servers that actually provide the services. These
additional servers (calledreal servers) are load-balanced by the active node (in LVS
terms, theactive router).

As in an FOS cluster, there are two systems that share the responsibility of ensuring
that one of the two systems is active, while the other (theinactive router) stands by
to initiate a failover should the need arise. However, that is where the similarities end.
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Because the active router’s main responsibility is to accept incoming service requests
and direct them to the appropriate real server, it is necessary for the active router
to keep track of the real servers’ status, and to determine which real server should
receive the next inbound service request. Therefore, the active router monitors every
service on each real server. In the event of a service failure on a given real server, the
active router will stop directing service requests to it until the service again becomes
operative.

In addition, the active router can optionally use one of several scheduling metrics to
determine which real server is most capable of handling the next service request. The
available scheduling metrics are:

• Round robin

• Least connections

• Weighted round robin

• Weighted least connections

We’ll go into more detail regarding scheduling in Chapter 8,Linux Virtual Server
(LVS); however, for now the important thing to realize is that the active router can
take into account the real servers’ activity and (optionally) an arbitrarily-assigned
weighting factor when routing service requests. This means that’s it’s possible to
create a group of real servers using a variety of hardware configurations, and have
the active router load each real server evenly.

A Basic LVS Configuration
Figure 3,A Typical LVS Configurationshows a typical Red Hat High Availability
Server LVS cluster with three real servers providing Web service. In this configu-
ration, the real servers are connected to a dedicated private network segment. The
routers have two network interfaces:

• One interface on the public network

• One interface on a private network

Service requests directed to the cluster’s VIP address are received by the active router
on one interface, and then passed to the most appropriate (as determined by the sched-
ule/weighting algorithm in use) real server through the other interface. In this way,
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the routers are also able to act the part of firewalls; passing only valid service-related
traffic to the real servers’ private network.

Figure 3 A Typical LVS Configuration

An LVS cluster may use one of three different methods of routing traffic to the real
servers:

• Network Address Translation (NAT), which enables a private-LAN architecture

• Direct routing, which enables LAN-based routing

• Tunneling (IP encapsulation), which makes possible WAN-level distribution of
real servers

In Figure 3,A Typical LVS Configuration, NAT routing is in use. While NAT-based
routing makes it possible to operate the real servers in a more sheltered environment,
it does exact additional overhead on the router, as it must translate the addresses of all
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traffic to and from each real server. In practice, this limits the size of a NAT-routed
LVS cluster to approximately ten to twenty real servers2.

This overhead is not present when using tunneled or direct routing, because in these
routing techniques the real servers respond directly to the requesting systems. With
tunneling there is a bit more overhead than with direct routing, but it is minimal,
especially when compared with NAT-based routing.

One interesting aspect of an LVS-based cluster is that the real servers do not have
to run a particular operating system. Since the routing techniques used by LVS are
all based on industry-standard TCP/IP features, any platform that supports a TCP/IP
stack can conceivably be part of an LVS cluster3.

A More Complex LVS Configuration

Figure 4,A More Complex LVS Configurationshows a more esoteric approach to
deploying LVS. This configuration shows a possible approach for deploying clusters
comprised of an extremely large number of systems. The approach taken by this
configuration is to share a single pool of real servers between multiple routers (and
their associated backup routers).

2 It is possible to alleviate the impact of NAT-based routing by constructing more complex cluster configurations.
For example, a two-level approach may be created where the active router load-balances between several real
servers, each of which is itself an active router with its own group of real servers actually providing the service.

3 The scheduling options may be somewhat restricted if a real server’s operating system does not support the
uptime , ruptime , or rup commands. These commands are used to dynamically adjust the weights used in
some of the scheduling methods.
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Figure 4 A More Complex LVS Configuration

Because each active router is responsible for routing requests directed to a unique
VIP address (or set of addresses), this configuration would normally present the ap-
pearance of multiple clusters. However,round-robin DNS can be used to resolve a
single hostname to one of the VIP addresses managed by one of the active routers.
Therefore, each service request will be directed to each active router in turn, effec-
tively spreading the traffic across all active routers.
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1 New Features of Red Hat Linux 6.2
Before you can use Red Hat High Availability Server, you must first install Red Hat
Linux. The following chapters will guide you through this process.

This chapter describes features that are new to the Red Hat Linux 6.2 graphical in-
stallation process. To learn about non-installation-related new features, please refer
to theOfficial Red Hat Linux Reference Guide.

1.1 Installation-Related Enhancements
Improvements to Red Hat Linux 6.2 which will make installation even easier include:

Additional GUI Partitioning Tool

Previously available only in expert mode,fdisk has been added to the GUI
installation. You can now choose to partition withDisk Druid or fdisk, de-
pending on your level of skill and personal preference.

Rescue Disk Improvements

New and improved options make using the rescue disk even more powerful
than before. Improvements includemtools andRAID tools, andpico as the
new default editor.

Software RAID Configuration in Kickstart Installations

New to kickstart installations is the ability to configure RAID.

RAID Upgrades

New to the installation program is the ability to perform RAID upgrades.

ATAPI Zip Drive Recognition

ATAPI Zip drives are now recognized by the installation program and auto-
matically configured to use SCSI emulation. If you add an ATAPI Zip drive
after the installation, the hardware recognition programkudzu will recognize
it once you reboot your system. The installation program will also create de-
vice files for Jaz drives as well.
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2 Before You Begin
This chapter explains how to prepare for the Red Hat Linux installation. It’s divided
into two main sections:

• Seven steps to get you ready for the installation (such as checking for errata,
hardware compatibility, making diskettes and more);

• System requirements table for gathering your hardware information.

While installing Red Hat Linux is a fairly straightforward process, taking time to
prepare for it will make things go much more smoothly. In this chapter, we’ll discuss
the steps you should perform prior to the installation.

If you are an experienced user and do not need a review of the basics, you can skip
ahead to Chapter 3,Starting the Installationto begin the installation process.

Tip

Refer to the Red Hat Frequently Asked Questions for
answers to questions and problems that may occur before,
during or after the installation. You’ll find the FAQ online
at: http://www.redhat.com/support/docs/faqs/rhl_gen-
eral_faq/FAQ.html

2.1 Seven Steps to Get You Started
There are seven steps you should perform prior to installing Red Hat Linux:

2.1.1 Step 1 - Do You Have the Right Red Hat Linux
Components?
If you’ve purchased the Official Red Hat Linux boxed set, you’re ready to go! How-
ever, mistakes occasionally happen, so now is a good time to double-check the con-
tents of your boxed set.
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In your Red Hat High Availability Server box, there is a Terms and Conditions sheet.
On the back is a list of the contents of your boxed set version. Please read over this list
and check to make sure that you have all the diskettes and manuals that are available
with your version.

If you’ve purchased the Official Red Hat High Availability Server boxed set from
Red Hat, Inc. (or one of its distributors), and you’re missing one or more of the items
listed, please let us know!

In certain cases, you may need to create a boot diskette. For information on making
diskettes, seeMaking Installation Diskettesin Section 2.1.6.

2.1.2 Step 2 - Is Your Hardware Compatible with Red Hat
Linux 6.2?
Hardware compatibility is particularly important to those of you with older systems
or systems that you may have built yourself. Red Hat Linux 6.2 should be compatible
with most hardware in systems that were factory built within the last two years. How-
ever, with hardware specifications changing and improving almost daily, it is hard to
guarantee that your hardware will be 100% compatible.

First, use Red Hat’s online resources to make sure your hardware is compatible
and/or supported. You’ll find the hardware compatibility list at: http://www.red-
hat.com/hardware.

Second, gather all the system hardware information you can; theOfficial Red Hat
Linux Reference Guidehas instructions on doing this in theInstallation-Related Ref-
erence. At the end of this chapter, a system requirements table (see Section 2.2,
System Requirements Table) is available for you to fill out and reference during the
installation.

2.1.3 Step 3 - Have You Checked for Errata?
Although most of the time it’s not necessary to check for errata before the installation,
it is also not a bad idea, either.

Red Hat offers updated diskette images, documentation and other errata downloads
for your convenience.
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There are two ways to review the errata:

1. Online — http://www.redhat.com/support/errata; supplies errata you can read
online, and you can download diskette images easily.

2. E-mail — By sending an empty mail message toerrata@redhat.com , you
will receive an e-mail containing a text listing of the complete errata of the in-
stallation program and software itself (if errata exist at that time). Also included
are URLs to each updated package and diskette image in the errata. Using these
URLs, you can download any necessary diskette images. Please note: use binary
mode when transferring a diskette image.

Occasionally, we find that the installation may fail, and that a revised diskette image
is needed for the installation to work properly. In these cases, we make special images
available via the Red Hat Linux errata listing.

Since this is relatively rare, you will save time if you try to use the standard diskette
images first. Review the errata only if you experience problems completing the in-
stallation.

If you experience problems, focus on entries that include new diskette images (the
filenames always end in.img ). If you find an entry that applies to your problem,
get a copy of the diskette images, and create them using the instructions inMaking
Installation Diskettesin Section 2.1.6.

Also available are documentation errata. When significant changes are made to the
manuals, we make sure to update these online as well. Documentation updates can
be found at http://www.redhat.com/support/errata/doc_errata/.

2.1.4 Step 4 - Do You Have Enough Disk Space?
Nearly every modern-day operating system usesdisk partitions , and Red Hat Linux
is no exception. When installing Red Hat Linux, it may be necessary to work with
disk partitions. If you have not worked with disk partitions before (or would like a
quick review of the basic concepts) please readAn Introduction to Disk Partitionsin
the appendix of theOfficial Red Hat Linux Reference Guidebefore proceeding.

If you are not performing a "fresh" installation, in which Red Hat Linux will be the
only OS on your system, and you are not performing an upgrade, you will need to
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make sure you have enough availabledisk spaceon your hard drive(s) for this instal-
lation.

This disk space must be separate from the disk space used by other OSes you may
have installed on your system, such as Windows, OS/2, or even a different version of
Linux. This is done by dedicating one or more partitions to Red Hat Linux.

Before you start the installation process, one of the following conditions must be met:

• Your computer must have enoughunpartitioneddisk space available to install
Red Hat Linux.

• Your computer must have one or more partitions that may be deleted, thereby
freeing up enough disk space to install Red Hat Linux.

• You must have a preexisting, formatted FAT partition, and install using the par-
titionless installation method (Appendix D,Installing Without Partitioning).

You’ll need about 1.2GB for the basic installation, and 1.7GB if you select everything.

If you are not sure that you meet these conditions or want to know how to free up more
space for your Red Hat Linux installation, please refer to the partitioning appendix
in theOfficial Red Hat Linux Reference Guide.

2.1.5 Step 5 - How Do You Want to Install Red Hat Linux?

Next, you must decide which type of installation best fits your needs. Options in-
clude:

CD-ROM

If you purchased a Red Hat Linux 6.2 boxed set (or have a Red Hat Linux
CD-ROM) and have a CD-ROM drive. This method requires a boot disk, a
bootable CD-ROM, or a PCMCIA boot disk.

Hard Drive

If you have copied the Red Hat Linux files to a local hard drive. This method
requires a boot disk or PCMCIA boot disk.

NFS Image
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If you are installing from an NFS Image server which is exporting the Red Hat
Linux CD-ROM or a mirror image of Red Hat Linux. Requires a network or
PCMCIA boot disk.

FTP

If you are installing directly from an FTP server. Requires a network or PCM-
CIA boot disk.

HTTP

If you are installing directly from an HTTP Web server. Requires a network or
PCMCIA boot disk.

2.1.6 Step 6 - How Do You Want to Start the Installation?
Depending on the installation method you chose in Step 5, you must decide how you
want to start the installation process itself. Whatboot mediawill you use?

Bootable CD-ROM

If your system will allow you to boot from your CD-ROM drive, you can use
the Red Hat Linux CD-ROM to boot into the installation program to perform
a local CD-ROM installation.

Local Media Boot Disk

You will find a local boot disk in the box. This diskette can be used for
CD-ROM installations for which your CD-ROM drive is not bootable, or for a
hard drive installation.

Network Boot Disk

If you are performing an installation via FTP, HTTP, or NFS you must create
your ownnetwork boot disk. The network boot disk image file isboot-
net.img , and is located in theimages directory on your Red Hat Linux/In-
tel CD.

PCMCIA Boot Disk

Here’s a checklist to help you determine if you’ll need to create aPCMCIA
boot disk:
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• If you’ll be installing Red Hat Linux from a CD-ROM, and your CD-ROM
drive is attached to your computer through a PCMCIA card, you’ll need a
PCMCIA boot disk.

• If you will be using a PCMCIA network adapter during the installation,
you may need a PCMCIA boot disk.

If you need a PCMCIA boot disk, you must make one. The PCMCIA boot disk
image file ispcmcia.img , and is located in theimages directory on your
Red Hat Linux/Intel CD.

Making Installation Diskettes
It is sometimes necessary to create a diskette from animage file; for example, you
may need to use updated diskette images obtained from the Red Hat Linux errata
page or you may need to create a boot disk.

An image file contains an exact copy (or image) of a diskette’s contents. Since a
diskette contains filesystem information in addition to the data contained in files, the
image file is not usable until it has been written to a diskette.

To start, you’ll need a blank, formatted, high-density (1.44MB), 3.5-inch diskette.
You’ll need access to a computer with a 3.5-inch diskette drive, and capable of run-
ning an MS-DOS program, or thedd utility found on most Linux-like operating sys-
tems.

Theimages directory on your Red Hat Linux CD contains the boot images for Red
Hat Linux/Intel.

Once you’ve selected the proper image, it’s time to transfer the image file onto a
diskette.

Making a Diskette Under MS-DOS

To make a diskette under MS-DOS, use therawrite utility included on the Red
Hat Linux CD in thedosutils directory. First, label a blank, formatted 3.5-inch
diskette appropriately (such as "Boot Disk" or "Updates Disk"). Insert it into the
diskette drive. Then, use the following commands (assuming your CD is drived: ):

C:\> d:
D:\> cd \dosutils
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D:\dosutils> rawrite
Enter disk image source file name: ..\images\boot.img
Enter target diskette drive: a:
Please insert a formatted diskette into drive A: and
press --ENTER-- : [Enter]
D:\dosutils>

First, rawrite asks you for the filename of a diskette image; enter the directory
and name of the image you wish to write (for example,..\images\boot.img ).
Thenrawrite asks for a diskette drive to write the image to; entera: . Finally,
rawrite asks for confirmation that a formatted diskette is in the drive you’ve se-
lected. After pressing[Enter] to confirm, rawrite copies the image file onto the
diskette. If you need to make another diskette, label that diskette, and runrawrite
again, specifying the appropriate image file.

Making a Diskette Under a Linux-Like OS

To make a diskette under Linux (or any other Linux-like operating system), you must
have permission to write to the device representing a 3.5-inch diskette drive (known
as/dev/fd0 under Linux).

First, label a blank, formatted diskette appropriately (such as"Boot Disk," "Updates
Disk"). Insert it into the diskette drive (but don’t issue amount command). After
mounting the Red Hat Linux CD, change directory to the directory containing the
desired image file, and use the following command (changing the name of the image
file and diskette device as appropriate):

# dd if=boot.img of=/dev/fd0 bs=1440k

If you need to make another diskette, label that diskette, and rundd again, specifying
the appropriate image file.

2.1.7 Step 7 - Which Installation Type is Best For You?
Red Hat Linux includes three different classes, or types of installations. They are:

• Cluster Server — This is the default installation class.

• Custom — Allows you to install additional software, including the X Window
System, the KDE and GNOME desktop environments, and more.
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• Upgrade — Upgrades a Red Hat Linux system to the latest version.

Please Note

The Upgrade installation class willNOTturn an existing
Red Hat Linux system into a high availability server!
You mustperform a fresh Red Hat Linux installation
in order to properly install Red Hat High Availability
Server!

These classes give you the option of simplifying the installation process (with some
potential for loss of configuration flexibility), or retaining flexibility with a slightly
more complex installation process. Let’s take a detailed look at each class, so you
can see which one is right for you.

The Cluster Server-Class Installation

During the cluster server-class installation, the installation program deletes all data
in all existing partitions of any kind, decides how to partition the disk for the new
version, and chooses which software packages to load.

What Does It Do?

If you choosenot to partition manually, a cluster server-class installation removes
ALL existing partitionsonALL installed hard drives, so choose this installation class
only if you’re sure you have nothing you want saved! When the installation is com-
plete, you’ll find the following partitions:

• A 64MB swap partition.

• A 256MB partition (mounted as/ ).

• A partition of at least 512MB (mounted as/usr ).

• A partition of at least 512MB (mounted as/home ).

• A 256MB partition (mounted as/var ).
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• A 16MB partition (mounted as/boot ) in which the Linux kernel and related
files are kept.

This approach to disk partitioning results in a reasonably flexible filesystem config-
uration for most server-class tasks.

Please Note

You will need at least 1.2GB of free disk space in order to
perform a cluster server-class installation.

CAUTION

A server-class installation will removeALL existing parti-
tions of ANY type on ALL existing hard drives of your sys-
tem. All drives will be erased of all information and existing
operating systems, regardless if they are Linux partitions or
not!

The Custom-Class Installation

As you might guess from the name, a custom-class installation puts the emphasis on
flexibility. During a custom-class installation,youcan choose how disk space should
be partitioned. You have complete control over which packages will be installed on
your system. You also determine whether you’ll use LILO (the LInux LOader) to
boot your system.

Behind the Scenes of a Custom-Class Installation

This section covers those installation steps that areonlyseen when performing a cus-
tom-class installation.

This may help those of you who are trying to decide which installation class will
better suit your needs. If you think you’ll have trouble performing any of the tasks on
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this list, you should not perform a custom-class installation without reading through
this manual and clarifying any questions you may have.

• Creating Partitions — In the custom-class installation it is necessary for you to
specify where you want Red Hat Linux to be installed. (This is no longer spe-
cific to custom-class installations because you now have theoption to manually
partition in the workstation- and server-class installations.)

• Formatting Partitions — All newly created partitions must be formatted. Any
partitions that contain old data (data you no longer need or want) should be for-
matted. (If you chose to manually partition your workstation- or server-class
installation, you will need to choose which partitions to format.)

• Selecting and Installing Packages — This is performed after your partitions have
been configured and selected for formatting. Here you may select groups of pack-
ages, individual packages, a combination of the two, or choose an "everything"
install.

• LILO Configuration — In a custom-class installation, you are able to choose
where you would like LILO to be installed — either on the master boot record
(MBR) or on the first sector of your root partition — or you can choose not to
install LILO at all.

Upgrading Your System

Please keep in mind that using your Red Hat High Availability Server CD to upgrade
an existing Red Hat Linux system willnot turn your system into a high availability
server. However, upgrading you Red Hat Linux 2.0 (or greater) sytem will not delete
any existing data. The installation program updates the modular 2.2.x kernel and all
currently installed software packages. See Chapter 3,Starting the Installationand
Chapter 5,Upgrading Your Current Systemfor those instructions.

2.2 System Requirements Table
Use the space provided to fill in your system settings and requirements. This will help
you keep a record of your current system, as well as make the installation process
easier.
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Table 2–1 System Requirements

Hard Drive(s):
Number, size, type;
ex: IDE hda=1.2G

1)

Partitions: map
of partitions and
mount points; ex:
/dev/hda1=/home ,
/dev/hda2=/
(fill this in once
you know where
they will reside).

2)

Memory: Amount
of RAM installed
on your system; ex:
64MB, 128MB

3)

CD-ROM: Interface
Type; ex: SCSI,
IDE (ATAPI)

4)

SCSI Adapter: If
present, make and
model number; ex:
BusLogic SCSI
Adapter, Adaptec
2940UW

5)

Network Card: If
present, make and
model number; ex:
Tulip, 3COM 3C590

6)



34 Chapter 2:Before You Begin

Mouse: Type,
protocol, and number
of buttons; ex:
generic 3 button PS/2
mouse, MouseMan 2
button serial mouse

7)

Monitor: Make,
model, and
manufacturer
specifications; ex:
Optiquest Q53,
ViewSonic G773

8)

Video Card: Make,
model number and
VRAM; ex: Creative
Labs Graphics Blaster
3D, 8MB

9)

Sound Card: Make,
chipset and model
number; ex: S3
SonicVibes, Sound
Blaster 32/64 AWE

10)

IP Address: Four
numbers, separated
by dots; ex: 10.0.2.15
(contact your
netadmin for help)

11)
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Netmask: Usually
four numbers,
separated by dots;
ex: 255.255.248.0
(contact your
netadmin for help)

12)

Gateway IP address:
Four numbers,
separated by dots; ex:
10.0.2.245 (contact
your netadmin for
help)

13)

One or more name
server IP Addresses:
Usually one or more
sets of dot-separated
numbers; ex: 10.0.2.1
(contact your
netadmin for help)

14)

Domain name: the
name given to your
organization; ex:
Red Hat’s would
be redhat.com
(contact your
netadmin for help)

15)

Hostname: the
name of your
computer; your
personal choice of
names ex:cookie ,
southpark .

16)
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3 Starting the Installation
This chapter explains how to start the Red Hat Linux installation process. We’ll cover
the following areas:

• Getting familiar with the installation program’s user interface;

• Starting the installation program;

• Selecting an installation method;

• Beginning the installation.

By the end of this chapter, the installation program will be running on your system,
and you will have begun the process of either installing or upgrading to Red Hat Linux
6.2.

3.1 The Installation Program User Interface
If you’ve used agraphical user interface (GUI) before, you’ll be familiar with this
process. If not, simply use your mouse to navigate the screens, "click" buttons or
enter text fields. You can also navigate through the installation using the[Tab] and
[Enter] keys.

Please Note

If you do not wish to use the GUI installation program, the
text mode installation program is also available. To enter
text mode, enter the following boot command:

boot: text

For text mode installation instructions, please refer to the
Official Red Hat Linux Reference Guide.
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3.1.1 A Note about Virtual Consoles
The Red Hat Linux installation program offers more than the dialog boxes of the
installation process. Several different kinds of diagnostic messages are available to
you, in addition to giving you a way to enter commands from a shell prompt. It
presents this information on fivevirtual consoles, among which you can switch using
a single keystroke.

These virtual consoles can be helpful if you encounter a problem while installing
Red Hat Linux. Messages displayed on the installation or system consoles can help
pinpoint a problem. Please see Table 3–1,Console, Keystrokes, and Contentsfor a
listing of the virtual consoles, keystrokes to switch to them, and their contents.

Table 3–1 Console, Keystrokes, and Contents

Console Keystrokes Contents

1 [Ctrl]-[Alt]-[F1] installation dialog

2 [Ctrl]-[Alt]-[F2] shell prompt

3 [Ctrl]-[Alt]-[F3] install log (messages from
installation program)

4 [Ctrl]-[Alt]-[F4] system-related messages

5 [Ctrl]-[Alt]-[F5] other messages

7 [Ctrl]-[Alt]-[F7] X graphical display

Generally, there’s no reason to leave the default console (virtual console #7) unless
you are attempting to diagnose installation problems. But if you get curious, feel free
to look around.

3.2 Starting the Installation Program
Now it’s time to begin installing Red Hat Linux. To start the installation, you must
first boot the installation program. Please make sure you have all the resources you’ll
need for the installation. If you’ve already read through Chapter 2,Before You Begin,
and followed the instructions, you should be ready to begin.
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3.2.1 Booting the Installation Program

Please Note

If you need to create a boot disk, please refer to Section
2.1.6,Step 6 - How Do You Want to Start the Installation?.

Insert the boot disk into your computer’s first diskette drive and reboot (or boot using
the CD-ROM, if your computer supports this). Your BIOS settings may need to be
changed to allow you to boot from the diskette or CD-ROM.

Tip

To change your BIOS settings, you will need to take note
of the instructions given when your computer first begins to
boot. Often you will see a line of text telling you to press
the[Del] key to enter the BIOS settings. Once you have done
whatever process is needed to enter your computer’s BIOS,
you can then change the boot order to allow your computer
to boot from the CD-ROM drive or diskette drive first when
bootable software is detected. For more information, please
refer to the documentation that came with your system.

There are four possible boot methods:

• Bootable CD-ROM— your machine supports a bootable CD-ROM drive and
you want to perform a local CD-ROM installation.

• Local boot disk— your machine will not support a bootable CD-ROM and you
want to install from a local CD-ROM or a hard drive.

• Network boot disk— use to install from NFS, FTP and HTTP installation meth-
ods.
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• PCMCIA boot disk— use in cases where you need PCMCIA support, but your
machine does not support booting from the CD-ROM driveor if you need PCM-
CIA support in order to make use of the CD-ROM drive on your system. This
boot disk offers you all installation methods (CD-ROM, hard drive, NFS, FTP,
and HTTP).

After a short delay, a screen containing theboot: prompt should appear. The screen
contains information on a variety of boot options. Each boot option also has one or
more help screens associated with it. To access a help screen, press the appropriate
function key as listed in the line at the bottom of the screen.

You should keep two things in mind:

• The initial screen will automatically start the installation program if you take no
action within the first minute. To disable this feature, press one of the help screen
function keys.

• If you press a help screen function key, there will be a slight delay while the help
screen is read from diskette.

Normally, you’ll only need to press[Enter] to boot. Watch the boot messages to see
whether the Linux kernel detects your hardware. If it does not properly detect your
hardware, you may need to restart the installation in "expert" mode. If your hardware
is properly detected, please continue to the next section.

Expert mode can be entered using the following boot command:

boot: linux expert
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Please Note

If you do not wish to perform a CD-ROM GUI installation,
you can choose to perform a text mode installation by using
the following boot command:

boot: text

For text mode installation instructions, please refer to the
Official Red Hat Linux Reference Guide.

The command to start aserial installation has changed. If
you need to perform the installation in serial mode, type:

boot: linux console= <device>

Where<device>should be the device you are using (such
as ttyS0 or ttyS1).

Please Note

The initial boot messages will not contain any references to
SCSI or network cards. This is normal, since these devices
are supported by modules that are loaded during the instal-
lation process.

Options can also be passed to the kernel.

For example, to instruct the kernel to use all the RAM in a 128MB system, enter:

boot: linux mem=128M

After entering any options, press[Enter] to boot using those options.
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If you do need to specify boot options to identify your hardware, please make note of
them — they will be needed during the LILO configuration portion of the installation
(please see Section 4.6,Installing LILO for more information).

Booting without diskettes

The Red Hat Linux/Intel CD-ROM can also be booted by computers that support
bootable CD-ROMs. Not all computers support this feature, so if yours can’t boot
from the CD-ROM, there is one other way to start the installation without using a
boot disk. The following method is specific to Intel-based computers only.

If you have MS-DOS installed on your system, you can boot directly from the
CD-ROM drive without using a boot disk.

To do this (assuming your CD-ROM is drived: ), use the following commands:

C:\> d:
D:\> cd \dosutils
D:\dosutils> autoboot.bat

This method will not work if run in a DOS window — theautoboot.bat file must
be executed with DOS as the only operating system. In other words, Windows cannot
be running.

If your computer can’t boot directly from CD-ROM (and you can’t use a DOS-based
autoboot), you’ll have to use a boot diskette to get things started.

3.3 Selecting an Installation Method
Next, you will be asked what type of installation method you wish to use. You can
install Red Hat Linux via the following basic methods:

CD-ROM

If you have a CD-ROM drive and the Red Hat Linux CD-ROM. Requires a
boot disk, a bootable CD-ROM or a PCMCIA boot disk.

Hard Drive
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If you copied the Red Hat Linux files to a local hard drive. Refer to theOf-
ficial Red Hat Linux Reference Guidefor hard drive installation instructions.
Requires a boot disk or a PCMCIA boot disk.

NFS Image

If you are installing from an NFS Image server which is exporting the Red Hat
Linux CD-ROM or a mirror image of Red Hat Linux. Requires a network or
PCMCIA boot disk. Refer to theOfficial Red Hat Linux Reference Guidefor
network installation instructions. Please note: NFS installations may also be
performed in GUI mode.

FTP

If you are installing directly from an FTP server. Requires a network or PCM-
CIA boot disk. Refer to theOfficial Red Hat Linux Reference Guidefor FTP
installation instructions.

HTTP

If you are installing directly from an HTTP Web server. Requires a network or
PCMCIA boot disk. Refer to theOfficial Red Hat Linux Reference Guidefor
HTTP installation instructions.

3.4 Beginning the Installation
If you are planning to install via CD-ROM using the graphical interface, please read
on.

Please Note

If you’d rather perform a text mode installation, reboot your
system and at theboot: prompt, typetext . Refer to the
Official Red Hat Linux Reference Guidefor further instruc-
tions.
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3.4.1 Installing from CD-ROM
To install Red Hat Linux from CD-ROM, choose "CD-ROM" and selectOK. When
prompted, insert the Red Hat Linux CD into your CD-ROM drive (if you did not boot
from the CD-ROM). Once done, selectOK, and press[Enter].

The installation program will then probe your system and attempt to identify your
CD-ROM drive. It will start by looking for an IDE (also known as ATAPI) CD-ROM
drive. If found, you will continue to the next stage of the installation process (see
Section 3.5,Language Selection).

If a drive is not detected, you’ll be asked what type of CD-ROM drive you have.
Choose from the following types:

SCSI

Select this if your CD-ROM drive is attached to a supported SCSI adapter; the
installation program will then ask you to choose a SCSI driver. Choose the
driver that most closely resembles your adapter. You may specify options for
the driver if necessary; however, most drivers will detect your SCSI adapter
automatically.

Other

If your CD-ROM drive is neither an IDE nor a SCSI, it’s an "other." Sound
cards with proprietary CD-ROM interfaces are good examples of this CD-ROM
type. The installation program presents a list of drivers for supported CD-ROM
drives — choose a driver and, if necessary, specify any driver options.

Tip

A partial list of optional parameters for CD-ROM drives can
be found in theOfficial Red Hat Linux Reference Guide, in
theGeneral Parameters and Modulesappendix.



Section 3.4:Beginning the Installation 45

What If the IDE CD-ROM Was Not Found?

If the installation program fails to find your IDE (ATAPI) CD-ROM (it asks you what
type of CD-ROM drive you have), restart the installation, and at theboot: prompt
enterlinux hd X=cdrom . Replace theXwith one of the following letters, depend-
ing on the interface the unit is connected to, and whether it is configured as master
or slave:

• a - First IDE controller, master

• b - First IDE controller, slave

• c - Second IDE controller, master

• d - Second IDE controller, slave

(If you have a third and/or fourth controller, simply continue assigning letters in al-
phabetical order, going from controller to controller, and master to slave.)

Once identified, you will be asked to insert the Red Hat Linux CD into your CD-ROM
drive. SelectOK when you have done so. After a short delay, the next dialog box will
appear.

After booting, the installation program begins by displaying the language screen.

Please Note

If you wish to abort the installation process at this time,
simply reboot your machine then eject the boot diskette or
CD-ROM. You can safely cancel the installation at any point
before theAbout to Install screen, see Section 4.13,Prepar-
ing to Install.
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3.5 Language Selection

Please Note

Red Hat High Availability Server 1.0 supports only English
during the installation process.

Using your mouse, selectEnglish as the language you would prefer to use for the
installation and as the system default (see Figure 3–1,Language Selection).

Figure 3–1 Language Selection

3.6 Keyboard Configuration
Choose the model that best fits your system (see Figure 3–2,Keyboard Configura-
tion). If you cannot find an exact match, choose the bestGeneric match for your
keyboard type (for example,Generic 101-key PC ).
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Next, choose the correct layout type for your keyboard (for example, U.S. English).

Creating special characters with multiple keystrokes (such as Ñ, Ô, and Ç) is done
using "dead keys" (also known as compose key sequences). Dead keys are enabled
by default. If you do not wish to use them, selectDisable dead keys .

To test your configuration, use the blank text field at the bottom of the screen to enter
text.

Tip

To change your keyboard type post-installation, become
root and use the/usr/sbin/kbdconfig command, or
you can typesetup at theroot prompt.

Figure 3–2 Keyboard Configuration
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3.7 Mouse Configuration
Choose the correct mouse type for your system. If an exact match cannot be found,
choose a mouse type that you are sure is compatible with your system (see Figure
3–3,Mouse Configuration).

To determine your mouse’s interface, follow the mouse cable back to where it plugs
into your system. If the connector at the end of the mouse cable plugs into a rectan-
gular connector, you have a serial mouse; if the connector is round, you have a PS/2
mouse. If you are installing Red Hat Linux on a laptop computer, in most cases the
pointing device will be PS/2 compatible.

If you cannot find a mouse that you are sure is compatible with your system, select
one of theGeneric entries, based on your mouse’s number of buttons, and its interface.

Figure 3–3 Mouse Configuration
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If you have a PS/2 or a Bus mouse, you do not need to pick a port and device. If you
have a serial mouse, you should choose the correct port and device that your serial
mouse is on.

The Emulate 3 Buttons check box allows you to use a two-button mouse as if it had
three buttons. In general, it’s easiest to use the X Window System if you have a
three-button mouse. If you select this check box, you can emulate a third, "middle"
button by pressing both mouse buttons simultaneously.

Tip

To change your mouse configuration post-installation, be-
come root. You can then use the/usr/sbin/mousec-
onfig command from the shell prompt.

To configure your mouse as a left-handed mouse, you can
reset the order of the mouse buttons. This can be done after
you have booted your Red Hat Linux system, by typinggpm
-B 321 at the shell prompt.

3.8 Welcome to Red Hat High Availability Server
The "Welcome" screen (see Figure 3–4,Welcome to Red Hat High Availability
Server) does not prompt you for any installation input. Please read over the help text
in the left panel for additional instructions and information on where to register your
Official Red Hat Linux product.
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Figure 3–4 Welcome to Red Hat High Availability Server

Please notice theHide Help button at the bottom left corner of the screen. The help
screen is open by default, but if you do not want to view the help information, click
on theHide Help to minimize the screen.

Click on theNext button to continue.

3.9 Install Options
Choose whether you would like to perform a full installation or an upgrade (see Fig-
ure 3–5,Choosing Install or Upgrade). Again, please keep in mind that you must
perform a full installation in order to use the high availability features of Red Hat
High Availability Server.

In the top right-hand corner of theInstall Type screen there is a box you may select if
you wish to partition usingfdisk. Note thatfdisk is not as intuitive to use asDisk
Druid and is not selected by default. If you have not usedfdisk before, you should
read about bothfdisk andDisk Druid to determine which will best suit your needs.
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Figure 3–5 Choosing Install or Upgrade

To perform a full GUI installation, please refer to Chapter 4,Installing Red Hat Linux
6.2 for those instructions.

To perform an upgrade, please refer to Chapter 5,Upgrading Your Current System.
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4 Installing Red Hat Linux 6.2
Once you have finished this chapter, you will have completed a full installation of
Red Hat Linux 6.2.

If you need information about performing an upgrade, please refer to Chapter 5,Up-
grading Your Current Systemfor those instructions.

4.1 Continuing the Installation
You usually install Red Hat Linux on a clean disk partition or set of partitions, or over
another installation of Linux.

WARNING

Installing Red Hat Linux over another installation of
Linux (including Red Hat Linux) does not preserve any
information (files or data) from a prior installation.
Make sure you save any important files! If you are
worried about saving the current data on your existing
system (without making a backup on your own), you
should consider performing an upgrade instead (see
Chapter 5, Upgrading Your Current System).

In choosing a full installation, you must also choose the class of the installation. Your
options include:Cluster Server or Custom .
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WARNING

Do not choose this method if you’re sharing a disk with
Windows NT; if you do, you will be unable to boot Win-
dows NT. LILO will write over NT’s boot loader and
you will be unable to boot NT. You must perform a cus-
tom-class installation and configure LILO so that it is
not installed on the Master Boot Record (MBR).

To create a dual-boot environment on a system that
currently has NT, you must install LILO on the first
sector of the root partition, not the MBR. Please be
sure to create a boot disk. In a case such as this, you
will either need to use the boot disk, or configure the
NT system loader to boot LILO from the first sector of
the root partition. Be sure to check out http://www.lin-
uxdoc.org/HOWTO/mini/Linux+NT-Loader.html for
more information on setting up LILO and NT.

WARNING

A cluster server-class installation will eraseall partitions
(both Linux and non-Linux) from every oneof your com-
puter’s hard drive(s).

Thecustom-class installationallows you the most flexibility during your installation.
The workstation-class and server-class installations automatically go through the in-
stallation process for you and omit certain steps. During a custom-class installation,
it is up toyouhow disk space should be partitioned. You have complete control over
the packages that will be installed on your system. You can also determine whether
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you’ll use LILO (the LInux LOader) to boot your system. Unless you have prior
Linux experience, you should not select the custom-class installation method.

If you would like to know what steps are omitted by not performing a custom-class
installation please refer toBehind the Scenes of a Custom-Class Installationin Sec-
tion 2.1.7.

4.2 Partitioning with fdisk

CAUTION

Unless you have previously usedfdisk and understand how
it works, we do not recommend that you use it.Disk Druid
is an easier and friendlier partitioning tool for those new to
partitioning their system. To exitfdisk click Back to return
to the previous screen, deselectfdisk, and then clickNext.

This section applies only if you chose to usefdisk to partition your system. If are
not usingfdisk, please skip to Section 4.3,Automatic Partitioningfor automatic par-
titioning or Section 4.4,Partitioning Your Systemfor partitioning withDisk Druid.

If you have chosen to usefdisk, the next screen (see Figure 4–1,fdisk) will prompt
you to select a drive to partition usingfdisk.
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Figure 4–1 fdisk

Once you have chosen which drive to partition, you will be presented with thefdisk
command screen (see Figure 4–2,Partitioning with fdisk). If you are unsure as to
what command you should use, type[m] at the prompt for help. Please refer to the
Official Red Hat Linux Reference Guidefor an overview offdisk. When you’ve fin-
ished making partitions, typew to save your changes and quit. You will be taken
back to the originalfdisk screen where you can choose to partition another drive or
continue with your installation.
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Figure 4–2 Partitioning with fdisk

After you have partitioned your drive(s), clickNext. You will then useDisk Druid to
assignmount points to your partitions.

You will not be able to add new partitions usingDisk Druid, but you will be able to
edit those you have already created.
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Figure 4–3 Editing with Disk Druid

Skip to Section 4.5,Choose Partitions to Formatfor further installation instructions.

4.3 Automatic Partitioning

Automatic Partitioning allows you to perform an installation without hav-
ing to partition your drive(s) yourself. If you do not feel comfortable with partitioning
your system, it is recommended thatdo notchoose to partition manually and instead
let the installation program partition for you.

TheAutomatic Partitioning screen is only seen when performing a work-
station- or server-class installation. If you are performing a custom-class installation,
or choose to manually partition, please refer to Section 4.4,Partitioning Your System.

In this screen, you can choose to continue with this installation, to partition manu-
ally, or use theBack button to choose a different installation method (see Figure 4–4,
Automatic Partitioning).
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If you do not want to lose some or all of your data, you should either choose to
partition manually or choose a different installation class.

Figure 4–4 Automatic Partitioning

CAUTION

A cluster server-class installation will remove all data on
all partitions of all hard drives.

If you have another OS on your system that you wish to keep
installed, if you do not want Red Hat Linux to be installed on
your master boot record (MBR), or if you want to use a boot
manager other than LILO, do not choose this installation
method.
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If you are unsure how you want your system to be partitioned, please read the chapter
on partitioning in theOfficial Red Hat Linux Reference Guide.

4.4 Partitioning Your System
If you are performing a workstation- or server-class installation and you chosenot to
partition manually, please skip to Section 4.7,Network Configuration.

At this point, it’s necessary to let the installation program know where it should install
Red Hat Linux. This is done by defining mount points for one or more disk partitions
in which Red Hat Linux will be installed. You may also need to create and/or delete
partitions at this time (refer to Figure 4–5,Partitioning with Disk Druid).

Please Note

If you have not yet planned how you will set up your parti-
tions, refer to the partitioning appendix in theOfficial Red
Hat Linux Reference Guide. As a bare minimum, you’ll
need an appropriately-sized root partition, and a swap par-
tition of at least 16 MB.
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Figure 4–5 Partitioning with Disk Druid

The partitioning tool used in Red Hat Linux 6.2 isDisk Druid. With the exception of
certain esoteric situations,Disk Druid can handle the partitioning requirements for a
typical Red Hat Linux installation.

4.4.1 Partition Fields
Each line in the "Partitions" section represents a disk partition. Each line in this
section has five different fields:

Mount Point :

A mount point is the location within the directory hierarchy at which a volume
exists. The volume is said to be mounted at this location. This field indicates
where the partition will be mounted. If a partition exists, but is "not set" you
need to define its mount point. Double-click on the partition or use theEdit key.

Unless you have a reason for doing otherwise, we recommend that you create
the following partitions:
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• A swap partition (at least 16MB) — Swap partitions are used to support
virtual memory. In other words, data is written to a swap partition when
there is not enough RAM to store the data your system is processing. If
your computer has 16MB of RAM or less, youmustcreate a swap partition.
Even if you have more memory, a swap partition is still recommended. The
minimum size of your swap partition should be equal to your computer’s
RAM, or 16MB (whichever is larger).

• A /boot partition (16MB, maximum) — The partition mounted on
/boot contains the operating system kernel (which allows your system to
boot Red Hat Linux), along with files used during the bootstrap process.
Due to the limitations of most PC BIOSes, creating a small partition to
hold these files is a good idea. This partition should be no larger than
16MB.

• A root partition (700MB-1.7GB) — This is where "/ " (the root direc-
tory) resides. In this setup, all files (except those stored in/boot ) reside
on the root partition. A 700MB root partition will permit the equivalent of
a workstation-class installation (withvery little free space), while a 1.7GB
root partition will let you install every package.

Device :

This field displays the partition’s device name.

Requested :

This field shows the partition’s original size. To re-define the size, you must
delete the current partition and recreate it using theAdd button.

Actual :

This field shows the space currently allocated to the partition.

Type :

This field shows the partition’s type (such as Linux Native or DOS).
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4.4.2 Problems When Adding a Partition
If you attempt to add a partition andDisk Druid can’t carry out your request, you’ll
see a dialog box listing partitions that are currently unallocated, along with the rea-
son they could not be allocated. Unallocated partition(s) are also displayed onDisk
Druid’s main screen (though you may have to scroll through the "Partitions" section
to see them).

As you scroll through thePartitions section, you might see an "Unallocated Requested
Partition" message (in red text), followed by one or more partitions. A common rea-
son for this is a lack of sufficient free space for the partition. In any case, the rea-
son the partition remains unallocated will be displayed after the partition’s requested
mount point.

To fix an unallocated requested partition, you must move the partition to another drive
which has the available space, resize the partition to fit on the current drive, or delete
the partition entirely. Make changes using theEdit button or by double clicking on
the partition.

4.4.3 Drive Summaries
Each line in theDrive Summaries section represents a hard disk on your system. Each
line has the following fields:

Drive :

This field shows the hard disk’s device name.

Geom [C/H/S] :

This field shows the hard disk’sgeometry . The geometry consists of three num-
bers representing the number of cylinders, heads and sectors as reported by the
hard disk.

Total :

This field shows the total available space on the hard disk.

Free:

This field shows how much of the hard disk’s space is still unallocated.
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Used :

These fields show how much of the hard disk’s space is currently allocated to
partitions, in megabytes and percentage.

TheDrive Summaries section is displayed only to indicate your computer’s disk con-
figuration. It is not meant to be used as a means of specifying the target hard drive
for a given partition. That is done using theAllowable Drives field in Section 4.4.5,
Adding Partitions.

4.4.4 Disk Druid’s Buttons

These buttons controlDisk Druid’s actions. They are used to add and delete parti-
tions, and to change partition attributes. There are also buttons that are used to accept
the changes you’ve made, or to exitDisk Druid. Let’s take a look at each button in
order.

Add :

used to request a new partition. When selected, a dialog box will appear con-
taining fields (such as mount point and size) that must be filled in.

Edit :

used to modify attributes of the partition currently selected in the "Partitions"
section. SelectingEdit will open up a dialog box. Some or all of the fields can
be edited, depending on whether the partition information has already been
written to disk.

Delete:

used to remove the partition currently highlighted in theCurrent Disk Partitions
section. You’ll be asked to confirm the deletion of any partition.

Reset:

used to restoreDisk Druid to its original state. All changes made will be lost
if you Reset the partitions.

Make RAID Device :
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Make RAID Device can be used if you want to provide redundancy to any or all
disk partitions.It should only be used if you have experience using RAID.To
read more about RAID, please refer to theOfficial Red Hat Linux Reference
Guide.

4.4.5 Adding Partitions
To add a new partition, select theAdd button. A dialog box will appear (see Figure
4–6,Adding a Partition).

Please Note

You will need to dedicate at least one partition to Red Hat
Linux, and optionally more. This is discussed more com-
pletely in Appendix C in theOfficial Red Hat Linux Refer-
ence Guide.

Figure 4–6 Adding a Partition
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• Mount Point : Highlight and enter the partition’s mount point. For example, if
this partition should be the root partition, enter/ ; enter/boot for the /boot
partition, and so on. You can also use the pull-down menu to choose the correct
mount point for your partition.

• Size (Megs) : Enter the size (in megabytes) of the partition. Note this field starts
with a "1" in it; unless changed you’ll end up with a 1 MB partition.

• Grow to fill disk : This check box indicates if the size you entered in the previous
field is to be considered the partition’s exact size, or its minimum size. When
selected, the partition will grow to fill all available space on the hard disk. The
partition’s size will expand and contract as other partitions are modified. You can
make multiple partitions growable; if you do, the additional free space will be
shared among all growable partitions.

• Partition Type : This field contains a list of different partition types (such as Linux
Native or DOS). Select the appropriate partition type by using the mouse.

• Allowable Drives : This field contains a list of the hard disks installed on your
system. If a hard disk’s box is highlighted, then a desired partition can be created
on that hard disk. If the box isnotchecked, then the partition willneverbe created
on that hard disk. By using different check box settings, you can directDisk Druid
to place partitions as you see fit, or letDisk Druid decide where partitions should
go.

• Ok: SelectOk once you’re satisfied with the settings, and wish to create the par-
tition.

• Cancel : SelectCancel if you don’t want to create the partition.

4.4.6 Editing Partitions
To edit a partition, select theEdit button or double-click on the existing partition (see
Figure 4–7,Editing a Partition).
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Figure 4–7 Editing a Partition

Please Note
If the partition already existed on your hard disk, you will
only be able to change the partition’s mount point. If you
want to make any other changes, you will need to delete the
partition and recreate it.

4.4.7 Deleting a Partition
To delete a partition, highlight it in the "Partitions" section and double-click theDelete
button. You will be asked to confirm the deletion.

4.5 Choose Partitions to Format
Choose the partitions that you would like to format. All newly created partitions
should be formatted. In addition, any existing partitions that contain data you no
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longer need should be formatted. However, partitions such as/home or /usr/lo-
cal must not be formatted if they contain data you wish to keep (see Figure 4–8,
Choosing Partitions to Format).

Figure 4–8 Choosing Partitions to Format

If you wish to check for bad blocks while formatting each filesystem, please make
sure to select thecheck for bad blocks option.

Checking for bad blocks can help prevent data loss by locating the bad blocks on a
drive and making a list of them to prevent using them in the future.

4.6 Installing LILO
If you’re performing a workstation- or server-class installation, please skip ahead to
Section 4.8,Time Zone Configuration.

In order to be able to boot your Red Hat Linux system, you usually need to install
LILO (the LInux LOader). You may install LILO in one of two places:

The master boot record (MBR)
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The recommended place to install LILO, unless the MBR already starts another
operating system loader, such System Commander or OS/2’s Boot Manager.
The master boot record is a special area on your hard drive that is automatically
loaded by your computer’s BIOS, and is the earliest point at which LILO can
take control of the boot process. If you install LILO in the MBR, when your
machine boots, LILO will present aboot: prompt. You can then boot Red
Hat Linux or any other operating system you configure LILO to boot.

The first sector of your root partition

Recommended if you are already using another boot loader on your system
(such as OS/2’s Boot Manager). In this case, your other boot loader will take
control first. You can then configure that boot loader to start LILO (which will
then boot Red Hat Linux).

If you choose to install LILO, please select where you would like LILO to be installed
on your system (see Figure 4–9,LILO Configuration). If your system will use only
Red Hat Linux you should choose the master boot record (MBR). For systems with
Win95/98, you also should install LILO to the MBR so that LILO can boot both
operating systems.

If you have Windows NT (and you want to install LILO) you should choose to in-
stall LILO on the first sector of the root partition, not the MBR. Please be sure to
create a boot disk. In a case such as this, you will either need to use the boot disk,
or configure the NT system loader to boot LILO from the first sector of the root
partition. Be sure to check out http://www.linuxdoc.org/HOWTO/mini/Linux+NT-
Loader.html for more information on setting up LILO and NT.

CAUTION

If you choose not to install LILO for any reason, you will not
be able to boot your Red Hat Linux system directly, and will
need to use another boot method (such as a boot diskette).
Use this option only if you are sure you have another way
of booting your Red Hat Linux system!
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TheUse linear mode button is selected by default. In most cases, linear mode
should be enabled; if your computer cannot use linear mode to access your hard
drives, deselect this option.

Figure 4–9 LILO Configuration

If you wish to add default options to the LILO boot command, enter them into the
kernel parameters field. Any options you enter will be passed to the Linux kernel
every time it boots.

Bootable Partition — Every bootable partition is listed, including partitions used by
other operating systems. The "Boot label" column will be filled in with the word
linux on the partition holding your Red Hat Linux system’s root filesystem. Other
partitions may also have boot labels. If you would like to add boot labels for other
partitions (or change an existing boot label), click once on the partition to select it.
Once selected, you can change the boot label.
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Please Note

The "Boot label" column lists what you must enter at
LILO’s boot: prompt in order to boot the desired operat-
ing system. However, if you forget the boot labels defined
on your system, you can always press[Tab] at LILO’s
boot: prompt to display a list of defined boot labels.

4.6.1 Configuring LILO
• Create boot disk — TheCreate boot disk option is checked by default. If you do not

want to create a boot disk, you should deselect this option. However, we strongly
urge you to create a boot disk. A boot disk can be handy for a number of reasons:

– Use It Instead of LILO — You can use a boot disk instead of LILO. This
is handy if you’re trying Red Hat Linux for the first time, and you’d feel
more comfortable if the boot process for your other operating system is left
unchanged. With a boot disk, going back to your other operating system is as
easy as removing the boot disk and rebooting.

– Use It If Another Operating System Overwrites LILO — Other operating
systems may not be as flexible as Red Hat Linux when it comes to supported
boot methods. Quite often, installing or updating another operating system
can cause the master boot record (originally containing LILO) to be overwrit-
ten, making it impossible to boot your Red Hat Linux installation. The boot
disk can then be used to boot Red Hat Linux so you can reinstall LILO.

• Do not install LILO — if you have Windows NT installed on your system, you may
not want to install LILO. If you choose not to install LILO for this reason, make
sure that you have chosen to create a boot disk; otherwise you will not be able to
boot Linux. You can also choose to skip LILO if you do not want to write LILO
to your hard drive.
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Tip

To use the boot disk with rescue mode, you have several
options:

• Using the CD-ROM to boot, typelinux rescue at
theboot: prompt.

• Using the network boot disk, typelinux rescue at
theboot: prompt. You will then be prompted to pull
the rescue image from the network.

• Using the boot disk included with the Red Hat Linux
boxed set, typelinux rescue at theboot: prompt.
You then pick an installation method and choose a valid
installation tree to load from.

For more information regarding rescue mode, refer to the
System Administrationchapter of theOfficial Red Hat Linux
Reference Guide.

4.6.2 Alternatives to LILO
If you do not wish to use LILO to boot your Red Hat Linux system, there are several
alternatives:

Boot Disk

As previously stated, you can use the boot disk created by the installation pro-
gram (if you elected to create one).

LOADLIN

You can load Linux from MS-DOS. Unfortunately, it requires a copy of the
Linux kernel (and an initial RAM disk, if you have a SCSI adapter) to be avail-
able on an MS-DOS partition. The only way to accomplish this is to boot your
Red Hat Linux system using some other method (e.g., from LILO on a diskette)
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and then copy the kernel to an MS-DOS partition.LOADLIN is available from
ftp://metalab.unc.edu/pub/Linux/system/boot/dualboot/ and associated mirror
sites.

SYSLINUX

An MS-DOS program very similar toLOADLIN. It is also available from
ftp://metalab.unc.edu/pub/Linux/system/boot/loaders/ and associated mirror
sites.

Some commercial bootloaders

For example, System Commander and Partition Magic, which are able to boot
Linux (but still require LILO to be installed in your Linux root partition).

4.6.3 SMP Motherboards and LILO
This section is specific to SMP motherboards only. If the installer detects an SMP
motherboard on your system, it will automatically create twolilo.conf entries,
rather than the usual single entry.

One entry will be calledlinux and the other will be calledlinux-up . The linux will
boot by default. However, if you have trouble with the SMP kernel, you can elect
to boot thelinux-upentry instead. You will retain all the functionality as before, but
you will only be operating with a single processor.

4.7 Network Configuration
If you have a network card and have not already configured your networking infor-
mation, you now have the opportunity to configure networking (as shown in Figure
4–10,Network Configuration).

Please Note

If your system has more than one Ethernet card, please make
sure you configurebothcards. Select the card by clicking
on the device name tab.
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Choose your device type and whether you would like to configure using DHCP. If
you have multiple Ethernet devices, each device will keep the information you have
provided. You may switch between devices, for exampleeth0 andeth1 , and the
information you give will be specific to each device. If you selectActivate on boot ,
your network interface will be started when you boot. If you do not have DHCP
client access or are unsure as to what this information is, please contact your network
administrator.

Next enter, where applicable, theIP Address , Netmask , Network , and Broadcast
addresses. If you are unsure about any of these, please contact your network
administrator.

Figure 4–10 Network Configuration
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Tip

Even if your computer is not part of a network, you can
enter a hostname for your system. Take this opportunity to
enter in a name, if you do not, your system will be known
as localhost .

Finally, enter theGateway andPrimary DNS (and if applicable theSecondary DNS and
Ternary DNS ) addresses.

4.8 Time Zone Configuration

You can set your time zone either by selecting your computer’s physical location, or
by your time zone’s offset from Universal Coordinated Time (also known as UTC).

Figure 4–11 Configuring Time Zone
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Notice the two tabs at the top of the screen (see Figure 4–11,Configuring Time Zone).
The first tab offers you the ability to configure by location. With this option, you can
choose your view. In choosingview , your options are:World , North America , South
America , Pacific Rim , Europe , Africa , andAsia .

From the interactive map, you can also click on a specific city, as indicated by the
yellow dots; a redX will appear indicating your selection. You can also scroll through
a list and choose your desired time zone.

The second tab offers you the ability to use the UTC offset. UTC presents you with
a list of offsets to choose from, as well as an option to set daylight saving time.

For both tabs, there is the option of selectingSystem Clock uses UTC . Please select this
if you know that your system is set to UTC.

Tip

If you wish to change your time zone configuration after
you have booted your Red Hat Linux system, become root
and use the/usr/sbin/timeconfig command.

4.9 Account Configuration
TheAccount Configuration screen allows you to set your root password. Addition-
ally, you can set up user accounts for you to log into once the installation is complete
(see Figure 4–12,Account Creation).
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Figure 4–12 Account Creation

4.9.1 Setting the Root Password
The installation program will prompt you to set aroot password for your system.

The root password must be at least six characters long; the password you type is not
echoed to the screen. You must enter the password twice; if the two passwords do
not match, the installation program will ask you to enter them again.

You should make the root password something you can remember, but not something
that is easy for someone else to guess. Your name, your phone number,qwerty, pass-
word, root, 123456, andanteater are all examples of poor passwords. Good pass-
words mix numerals with upper and lower case letters and do not contain dictionary
words:Aard387vark or 420BMttNT , for example. Remember that the password is
case-sensitive. Write down this password and keep it in a secure place.
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Please Note

Theroot user (also known as thesuperuser) has complete
access to the entire system; for this reason, logging in as the
root user is best doneonly to perform system maintenance
or administration.

4.9.2 Setting Up User Accounts
If you choose to create a user account now, you will have an account to log in to once
the installation has completed. This allows you to safely and easily log into your
computer without having to beroot to create other accounts.

Enter an account name. Then enter and confirm a password for that user account.
Enter the full name of the account user and press[Enter]. Your account information
will be added to the account list, clearing the user account fields so you can add
another user.

You can also chooseNew to add a new user. Enter the user’s information and use the
Add button to add the user to the account list.

You can alsoEdit or Delete the user accounts you have created or no longer want.

4.10 Authentication Configuration
If you are performing a workstation-class installation, please skip ahead to Section
4.12,GUI X Configuration Tool.

If you are performing a server-class installation, please skip ahead to Section 4.13,
Preparing to Install.

You may skip this section if you will not be setting up network passwords. If you
are unsure as to whether you should do this, please ask your system administrator for
assistance.

Unless you are setting upNIS authentication, you will notice that bothMD5 andshadow
passwords are selected (see Figure 4–13,Authentication Configuration). We recom-
mend you use both to make your machine as secure as possible.
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To configure the NIS option, you must be connected to an NIS network. If you are
unsure whether you are connected to an NIS network, please ask your system admin-
istrator.

Figure 4–13 Authentication Configuration

• MD5 Password — allows a long password to be used (up to 256 characters), instead
of the standard eight letters or less.

• Shadow Password — provides a secure method of retaining passwords. The pass-
words are stored in/etc/shadow , which is readable only by root.

• Enable NIS — allows you to run a group of computers in the same Network Infor-
mation Service domain with a common password and group file. There are two
options to choose from here:

– NIS Domain — this option allows you to specify which domain or group of
computers your system belongs to.
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– NIS Server — this option causes your computer to use a specific NIS server,
rather than "broadcasting" a message to the local area network asking for any
available server to host your system.

4.11 Package Group Selection
After your partitions have been selected and configured for formatting, you are ready
to select packages for installation.

You can selectcomponents, which group packages together according to func-
tion (for example,C Development , Networked Workstation , or Web
Server ), individual packages, or a combination of the two.

To select a component, click on the check box beside it (see Figure 4–14,Package
Group Selection).

Figure 4–14 Package Group Selection
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Select each component you wish to install. SelectingEverything (which can be
found at the end of the component list) installs all packages included with Red Hat
Linux. Selecting every package will require close to 1.7GB of free disk space.

To select packages individually, check theSelect Individual Packages box at the bottom
of the screen.

4.11.1 Selecting Individual Packages

After selecting the components you wish to install, you can select or deselect individ-
ual packages. The installation program presents a list of the packages in that group,
which you can select or deselect using your mouse (see Figure 4–15,Selecting Indi-
vidual Packages).

Figure 4–15 Selecting Individual Packages

On the left side of the screen you will see a directory listing of various package groups.
When you expand this list (double-click to select it) and double-click on a single di-
rectory, the list of packages available for installation will appear on the right.
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To select an individual package, double-click on it, or click on it once to highlight
it and click on theSelect Package For Installation button below. A red check mark will
appear on any of the packages you have selected for installation.

To read information about a particular package before choosing it for installation,
left-click on it once to highlight it, and the information will appear at the bottom of
the screen along with the name and size of the package.

Please Note

Some packages (such as the kernel and certain libraries) are
required for every Red Hat Linux system and are not avail-
able to select or deselect. Thesebase packagesare selected
by default.

4.11.2 Unresolved Dependencies
Many software packages, in order to work correctly, depend on other software pack-
ages that must be installed on your system. For example, many of the graphical Red
Hat system administration tools require thepython andpythonlib packages. To make
sure your system has all the packages it needs in order to be fully functional, Red Hat
Linux checks these packagedependencieseach time you install or remove software
packages.

If any package requires another package which you have not selected to install, the
program presents a list of theseunresolved dependenciesand gives you the oppor-
tunity to resolve them (see Figure 4–16,Unresolved Dependencies).

TheUnresolved Dependencies screen will only appear if you are missing certain pack-
ages that are needed by your selected packages. Under the list of missing packages,
there is anInstall packages to satisfy dependencies check box at the bottom of the screen
which is selected by default. If you leave this checked, the installation program will
resolve package dependencies automatically by adding all required packages to the
list of selected packages.
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Figure 4–16 Unresolved Dependencies

4.12 GUI X Configuration Tool
If you decided to install the X Window System packages, you now have the opportu-
nity to configure an X server for your system. If you did not choose to install the X
Window System packages, skip ahead to Section 4.14,Installing Packages.

4.12.1 Configuring Your Monitor
Xconfigurator, the X Window System configuration tool, first presents a list of mon-
itors for you to choose from. In the list, you can either use the monitor that is autode-
tected for you, or choose another monitor.
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Figure 4–17 Monitor Selection

If your monitor does not appear on the list, select the most appropriateGeneric model
available. If you do select aGeneric monitor,Xconfigurator will suggest horizontal
and vertical sync ranges. These values are generally available in the documentation
which accompanies your monitor, or from your monitor’s vendor or manufacturer;
please check your documentation to make sure these values are set correctly.

CAUTION

Do not select a monitorsimilar to your monitor unless you
are certain that the monitor you are selecting does not ex-
ceed the capabilities of your monitor. Doing so may over-
clock your monitor and damage or destroy it.

Also presented are the horizontal and vertical ranges thatXconfigurator suggests.
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Click Next when you have finished configuration of your monitor.

4.12.2 Video Hardware Configuration

Next,Xconfigurator will probe for any video hardware you have (see Figure 4–18,
Videocard Setup). Failing that,Xconfigurator will present a list of video cards and
monitors for you to select from.

If your video card does not appear on the list,XFree86may not support it. However,
if you have technical knowledge about your card, you may chooseUnlisted Card and
attempt to configure it by matching your card’s video chipset with one of the available
X servers.

Figure 4–18 Videocard Setup

Next,Xconfigurator prompts you for the amount of video memory installed on your
video card. If you are not sure, please consult the documentation accompanying your
video card. You will not damage your video card by choosing more memory than is
available, but the XFree86 server may not start correctly if you do.
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Once your hardware has been determined, you can test the configuration settings. We
recommend that you do test your configuration to make sure that the resolution and
color is what you want to work with.

If you would like to customize the X configuration, please make sure theCustomize
X Configuration button is selected. If you choose to customize, you will be presented
with another screen that lets you select what your resolution should be (see Figure
4–19,X Customization). Again, you will have the option of testing the configuration.

Figure 4–19 X Customization

You may also choose toSkip X Configuration if you would rather configure X after the
install or not at all.

4.13 Preparing to Install
You will now see a screen preparing you for the installation of Red Hat Linux (see
Figure 4–20,Ready to Install).
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WARNING

If, for some reason, you would rather not continue with
the installation process, this is your last opportunity to
safely cancel the process and reboot your machine. Once
you press theNext button, partitions will be written and
packages will be installed. If you wish to abort the instal-
lation, you should reboot now before your hard drive(s)
are rewritten.

Figure 4–20 Ready to Install
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4.14 Installing Packages
At this point there’s nothing left for you to do until all the packages have been in-
stalled (see Figure 4–21,Installing Packages). How quickly this happens depends on
the number of packages you’ve selected, and your computer’s speed.

Figure 4–21 Installing Packages

4.15 Boot Disk Creation
If you chose to to create a boot disk, you should now insert a blank, formatted diskette
into your floppy drive (see Figure 4–22,Creating Your Boot Disk).

After a short delay, your boot disk will be created; remove it from your floppy drive
and label it clearly. Note that if you would like to create a boot disk after the instal-
lation, you’ll be able to do so. For more information, please see themkbootdisk
man page, by typingman mkbootdisk at the shell prompt.

If you boot your system with the boot disk (instead of LILO), make sure you create
a new boot disk if you make any changes to your kernel.
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Figure 4–22 Creating Your Boot Disk

4.16 Installation Complete
Congratulations! Your Red Hat Linux 6.2 installation is now complete!

The installation program will prompt you to prepare your system for reboot (see Fig-
ure 4–23,Installation Complete). Don’t forget to remove any diskette in the floppy
drive or CD in the CD-ROM drive. If you did not install LILO, you’ll need to use
your boot disk now.

After your computer’s normal power-up sequence has completed, you should see
LILO’s standard prompt, which isboot: . At the boot: prompt, you can do any
of the following things:

• Press[Enter] — Causes LILO’s default boot entry to be booted.

• Enter a Boot Label, followed by[Enter] — Causes LILO to boot the operating
system corresponding to the boot label. (Press[?] at theboot: for a list of valid
boot labels.)
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• Do Nothing — After LILO’s timeout period, (which, by default, is five seconds)
LILO will automatically boot the default boot entry.

Figure 4–23 Installation Complete

Do whatever is appropriate to boot Red Hat Linux. You should see one or more
screens of messages scroll by. Eventually, you should see alogin: prompt or a
GUI login screen (if you installed the X Window System and chose to start X auto-
matically).
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Tip

If you’re not sure what to do next, we suggest you begin
with the Official Red Hat Linux Getting Started Guideas
an introduction to using Red Hat Linux. TheOfficial Red
Hat Linux Getting Started Guidecovers topics relating to
the basics of your system.

If you are a more experienced user looking for information
on system configuration or administration topics, you may
find theOfficial Red Hat Linux Reference Guideto be more
helpful.



92 Chapter 4:Installing Red Hat Linux 6.2



Section 5.1:What it Means to Upgrade 93

5 Upgrading Your Current System
This chapter explains those steps you’ll see while performing an upgrade of Red Hat
Linux 6.2.

5.1 What it Means to Upgrade
The installation process for Red Hat Linux 6.2 includes the ability to upgrade from
prior versions of Red Hat Linux (version 2.0 and later) which are based on RPM
technology.

Please Note

Performing an upgrade willNOT turn an existing Red Hat
Linux system into a high availability server! Youmustper-
form a fresh Red Hat Linux installation in order to properly
install Red Hat High Availability Server!

Upgrading your system installs the modular 2.2.x kernel as well as updated versions
of the packages which are currently installed on your machine. The upgrade process
preserves existing configuration files by renaming them using an.rpmsave ex-
tension (e.g.,sendmail.cf.rpmsave ) and leaves a log of the actions it took in
/tmp/upgrade.log . As software evolves, configuration file formats can change,
so you should carefully compare your original configuration files to the new files be-
fore integrating your changes.
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Please Note

Some upgraded packages may require that other packages
are also installed for proper operation. If you choose to cus-
tomize your packages to upgrade, you may be required to
resolve anydependencyproblems. Otherwise, the upgrade
procedure takes care of these dependencies, but it may need
to install additional packages which are not on your existing
system.

5.2 Upgrading Your System

At this point, you should have chosenUpgrade as your preferred installation type (see
Figure 5–1,Choosing to Upgrade).

Figure 5–1 Choosing to Upgrade
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5.3 Customizing Your Upgrade
Next, you must choose whether to let the installation program upgrade your system
for you or if you would like to customize your packages to be upgraded (see Figure
5–2,Upgrade Customization).

If you click Next and theCustomize packages to upgrade button is not selected, your
system will automatically begin the upgrade process (see Section 5.5,Upgrading
Packages).

If you want to customize your upgrade packages, select this option and then click
Next.

Figure 5–2 Upgrade Customization

5.4 Selecting Packages to Upgrade
Here, you are given the opportunity to choose which packages you would like to
upgrade (see Figure 5–3,Individual Package Selection).
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On the left side of the screen you will see a directory listing of various package groups.
When you expand this list (double-click to select it) and double-click on a single di-
rectory, the list of packages available for installation will appear on the right.

To select an individual package, double-click on it, or click on it once to highlight
it and click on theSelect Package For Installation button below. A red check mark will
appear on any of the packages you have selected for installation.

To read information about a particular package before choosing it for installation,
left-click on it once to highlight it, and the information will appear at the bottom of
the screen along with the name and size of the package.

Please Note

Some packages (such as the kernel and certain libraries) are
required for every Red Hat Linux system and are not avail-
able to select or deselect. Thesebase packagesare selected
by default.
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Figure 5–3 Individual Package Selection

5.4.1 Unresolved Dependencies
If any package requires another package which you have not selected to install, the
program presents a list of theseunresolved dependenciesand gives you the oppor-
tunity to resolve them (see Figure 5–4,Unresolved Dependencies).

TheUnresolved Dependencies screen will only appear if you are missing certain pack-
ages that are needed by your customized package selection. Under the list of missing
packages, there is anInstall packages to satisfy dependencies check box at the bottom
of the screen which is selected by default. If you leave this checked, the installa-
tion program will resolve package dependencies automatically by adding all required
packages to the list of selected packages.
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Figure 5–4 Unresolved Dependencies

5.5 Upgrading Packages
At this point there’s nothing left for you to do until all the packages have been up-
graded or installed (see Figure 5–5,Installing Packages).
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Figure 5–5 Installing Packages

5.6 Upgrade Complete
Congratulations! Your Red Hat Linux 6.2 upgrade is now complete!

You will now be prompted to prepare your system for reboot. Don’t forget to remove
any diskette in the floppy drive or CD in the CD-ROM drive. If you do not have LILO
installed, you’ll need to use your boot disk now.
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Tip

If you need a quick review of some of the basic concepts of
Red Hat Linux refer to theOfficial Red Hat Linux Getting
Started Guide.

For information dealing with system configuration and ad-
ministration, refer to theOfficial Red Hat Linux Reference
Guide.

Figure 5–6 Upgrade Complete
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6 Post-Installation Security Overview
After installing Red Hat High Availability Server 1.0, you will need to consider the
security-related aspects of deploying a highly-available server environment. As a
first step in this process, the installation program makes the following changes to the
network environment over that used in a standard Red Hat Linux 6.2 installation.

6.1 The /etc/hosts.deny File Set to Deny All
Access
Thetcp_wrappers utility is used to control access to many network services. There-
fore, the default/etc/hosts.deny is set toALL: ALL (meaning that all remote
hosts are denied access to all services). In addition,/etc/hosts.allow contains
no active entries, meaning that any service run out ofinetd would fail to start and
a message to that effect is recorded in the system message logs. You should edit
/etc/hosts.allow to include only trusted systems that should be allowed ac-
cess.

The following man pages are part oftcp_wrappers:

• hosts.allow

• hosts.deny.5.gz

• hosts_access (Section 3)

• hosts_access (Section 5)

• hosts_options

• tcpd

• tcpdchk

• tcpdmatch
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6.2 System Logging Set to 60 Days
System logging is extended to keep up to 60 days worth of logged activity. This is
the minimum legal requirement for commercial enterprises in most European coun-
tries. Normal log rotation is achieved through the configuration file/etc/logro-
tate.conf and any additional files found in the/etc/logrotate.d/ direc-
tory.

6.3 Using chkconfig to Enable Services
Many system services are disabled by default, but can be reactivated through the use
of chkconfig . Use the following command to list the services that are disabled for
all runlevels:

chkconfig --list | grep -v :on

You may notice that there are some services that you wish to use; in which casechk-
config can be used to enable them. For example, if you’d like to enablenamed,
simply issue the following command:

chkconfig named on

See thechkconfig man page for more information.

6.4 Password Lifetime Set to 30 Days
The maximum number of days a user password may remain unchanged is 30 days.
This includes the root account! You may change this default by editing/etc/lo-
gin.defs and changing the value forPASS_MAX_DAYS.

6.5 Some Services Not Installed
By default, some services that are normally installed during a traditional Red Hat
Linux installation are not installed during a Red Hat High Availability Server in-
stallation. The services may be installed by performing a custom installation, and
selecting the desired services. Examples of such services includefinger , talk ,
wall , andnews.
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6.6 This is Only the Beginning…
We would like you to think of these measures as ’entry level’ and not a complete secu-
rity solution. We would also invite you to hunt down additional network resources to
help improve your system’s security. Your first stop should always be http://www.red-
hat.com; here you can find the latest information and updates to your software. Of-
ten these updates include important security-related fixes. You can go directly to
the Red Hat "Updates & Errata" page by pointing your browser at http://www.red-
hat.com/support/updates.html.

In addition, various websites such as http://www.freshmeat.net/, http://lwn.net/ and
http://slashdot.org/ can be valuable resources. Please consider allocating regular
timeslots either weekly or monthly to look for updates. Always remember —
security is never a task that you can consider "completed". It is an ongoing process.
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7 Failover Services (FOS)
7.1 An Overview of FOS
The Piranha technology that is part of Red Hat High Availability Server consists of
two types of clustering technologies:

• LVS (Linux Virtual Server)

• FOS (FailOver Services)

With FOS, a person can set up a two-node Linux cluster consisting of an active system
and a standby system. The nodes will monitor each other and, if the specified IP
services (ftp, http, etc.) fail on the active system, the services are switched over and
provided by the standby system. No additional systems or devices are required, and
except for the temporary loss of the service(s) during failure, the failover process is
transparent to end users.

A Piranha FOS cluster consists of two nodes: one functioning as theactiveprovider
of IP services to the public client network, and the other (called theinactive node)
monitors those services and operates as a standby system. When any service on the
active node becomes unresponsive, the inactive node becomes active and provides
those services instead. Services are automatically started and stopped as needed dur-
ing the transition. If the failed system comes back online it will become the new
inactive node and monitor for failures on the now-active system.

7.1.1 Features
FOS consists of the following features:

• Any IP service that supports a direct socket connection can be monitored and
can be migrated to the inactive node during failover. This includes user-created
services. Failover will occur when the service becomes unresponsive to FOS
monitoring; this is independent of the number of users actually using the service.
Possible services includes:

– Web (http)
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– ftp, inetd

– telnet

– lpd

– smtp/sendmail

– ssh

– LDAP

– Firewall services

– Other IP or user services

• The system administrator can specify special send/expect script strings as part of
service monitoring for increased assurance that the service is functioning prop-
erly.

• FOS automatically starts and stops the monitored service as part of failover. Sys-
tem administrators can specify the start and stop commands or scripts (with ar-
guments) for each monitored service. Custom scripts are also permitted.

• Although the nodes need to be identical in terms of FOS operation and config-
uration, the clustered systems do not need to be dedicated entirely to FOS. They
can be used for additional purposes beyond the services being monitored.

• Although currently limited to clusters of two nodes, multiple independent clusters
are possible1.

• Each service can be defined as having a unique IP address, independent of the
cluster’s node addresses. This makes it easier to migrate existing environments
where the IP services are already being provided by multiple servers, to having
those services provided by a single "more fault-tolerant" cluster and keeping the
changes transparent to end users.

7.1.2 Current Restrictions
FOS has the following restrictions:

1 If clusters of more than two nodes are required, LVS must be used instead of FOS. For more information on
LVS, please turn to Chapter 8,Linux Virtual Server (LVS).
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• Specified services are monitored and failover as a group. Services do not failover
individually, nor are they load-balanced between the systems.

• Only services supporting direct socket connections can be monitored. Services
requiring connections to secondary ports apart from the listening port cannot be
monitored. Services not currently supported include:

– nfs

– ntp/daytime

• Shared data services (pop, imap, smtp) must have their data NFS-mounted from
a common exported source in order to maintain data delivery.

• Send/expect strings are limited to printable text characters only (plus\r and\n ).
Binary data cannot be explicitly sent or tested.

• FOS must currently start and stop the monitored services as part of the failover
process to ensure reliability. The services cannot already be running on the inac-
tive node. This may reduce the usefulness of the inactive node while it is operating
as a standby system.

• Only two-node clusters are supported. Both nodes must be Linux systems.

• Because several IP services are handled by theinetd daemon rather than in-
dividual daemons, there are situations where a non-FOS-configured service can
be affected by FOS ifinetd is involved. For example; if you choose to monitor
ftp, and ftp is started and stopped byinetd , then when FOS shuts downinetd
other servicesinetd provides (such asrsh ) will also become unavailable on
that system.

• The Piranha Web Interface does not, at present, provide a means to copy the
changed configuration file to the other nodes in the cluster, nor an option for
restarting FOS so it can use the updated file. These operations must be done
manually. This restriction is expected to be removed in a future release.
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7.1.3 Software Location
The FOS software is contained in the Piranha RPM files. The main RPM (called
piranha ) contains the FOS binaries, thepiranha-gui RPM contains the Pi-
ranha Web Interface for configuring the system, and theipvsadm RPM contains
the ipvsadm program, which is used to administer the virtual-server-specific as-
pects of Red Hat High Availability Server. FOS documentation and source code are
also in thepiranha-docs RPM and thepiranha source RPM, respectively.

To obtain possible updates of these (or other) packages, visit http://www.red-
hat.com/apps/support/updates.html on the Red Hat website.

7.1.4 Base Requirements
FOS requires two identical (or near-identical) Linux systems, both accessible from
the public client network. In addition, all services being handled by FOS must be
configured identically on both systems. This is because both systems must operate
from identical FOS configuration files.

The source configuration file is created and maintained using the Piranha Web In-
terface. This interface requires that Apache and PHP be installed and configured on
both cluster nodes. Details concerning the Piranha Web Interface can be found in
Chapter 9,The Piranha Web Interface — Features and Configuration.

7.2 FOS Architecture
While the architecture of an FOS cluster consists of relatively few components, it is
important to completely understand how these components work together to provide
highly-available services. This section discusses FOS in more detail.

7.2.1 Primary and Backup Nodes
A node in an FOS cluster is defined as being either aprimary or abackup system.
The two types operate identically except in two situations:

• In cases where both nodes of a two node cluster attempt to declare themselves
as actively providing services (aquorum tie), the primary node will always win
the stalemate and force the backup system to become an inactive standby.
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• An FOS cluster will always have a primary node; there are no configuration
options to eliminate it. If a single-node cluster is defined (a configuration allowed
by Piranha for use with other components, but of no value in an FOS setup),
then that single node must be configured as a primary. Note that this is not the
same situation as when a two node cluster has one node down — in that case
the remaining node will be either a primary or backup, depending on which node
failed, and which is still running.

7.2.2 Cluster Node States
All nodes in a running FOS cluster will be operating in one of the following states at
any point in time:

Table 7–1 FOS Node States

State Description

Active The node is providing the configured IP
services to the public users. Only one
node in an FOS cluster is allowed to be
the active node at any point in time.

Inactive The node is acting as a standby system
while the other node (sometimes
referred to as itspartner ) is active. The
inactive node monitors the services on
the active node, and will become the
active node if it detects one of those
services failing to respond.

Dead The node is down, or its services
are non-responsive.

7.2.3 Heartbeats
Each of the cluster nodes send a periodic heartbeat message to the network, with an
indication of whether that node is currently active or inactive. Each node expects
to see a heartbeat message from its partner. If it is not received, this is considered a
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failure of that system and may result in a failover of services. This test is independent
of the IP service monitoring.

When the inactive node fails to see the heartbeat of the active node, it treats the miss-
ing heartbeat as indicating a cluster failure, and will perform a failover of all services.
If the active node fails to see a heartbeat from the inactive node, the inactive system
is logged as being unavailable for failover, while the services continue normal oper-
ation on the active node.

7.2.4 Virtual IP (VIP) Addresses
Failover in an FOS cluster is accomplished through the use of VIP (Virtual IP) ad-
dresses. They are virtual because they exist as additional IP addresses to the node’s
regular host IP address. In other words, a node can have multiple IP addresses, all on
the same network interface. A node can be accessed by its VIP address(es) as well
as by its regular host address.

VIP addresses are a feature of Linux and can be defined on any network interface
present. For FOS, the VIP addresses and their network interfaces have to be accessi-
ble by the clients on the public network.

7.2.5 Services
Each service defined in FOS requires a VIP address, a port number, a start command
(or script name), and a stop/shutdown command (or script name). Each service can
be defined as having a different VIP address, or some (or all) can use the same VIP
address. Services currently cannot failover individually — when one service fails,
they all failover to the inactive system. This means that in most cases there is little
value in specifying individual VIP addresses for services. However, there are some
cases where this may be desirable:

• You have an existing environment where the IP services are already being pro-
vided by different servers, and you are using FOS to consolidate them to a single,
more fault-tolerant cluster. In this case, using their previous IP addresses as VIP
addresses will allow you to migrate without needing to change any client systems.
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• You anticipate long-term growth in the use of each service. Using different VIP
addresses now may make it easier to migrate the individual services to sepa-
rate, dedicated FOS clusters in the future, while reducing the possible impact
of changes on client systems.

In general, however, it is recommended that you use the same VIP address for all FOS
services. Because a single VIP address means only one VIP address must be moved
from the active node to the inactive node during failover, a single VIP address means
faster, more reliable failovers.

Each service is also allowed two optional parameters: asendstring and anexpect
string. If specified, these strings will be used as part of the service monitoring that
will test whether the service is actually responding. If they are not specified, the
service will be considered functional if a socket connection attempt to it succeeds.

7.2.6 Service Monitoring
On the inactive node, a monitoring daemon is run for each FOS service on the active
node. Each monitoring daemon, callednanny, periodically tests a service on the
active node. The test goes through the following steps:

• The first test is whether a connection to that service’s tcp/ip port is successful
or not. If an error results, that service is considered dysfunctional and a failover
occurs. Otherwise, the test continues.

• If it has been supplied, a character string (the send string) is sent to service’s port.
If an error occurs, the service is considered dysfunctional, and a failover occurs.
Otherwise, the test continues.

• If an expect string is supplied, an attempt to receive a response takes place. If an
error occurs, a response is not received, or the response does not match the expect
string, the service is considered dysfunctional, and a failover occurs. Otherwise,
the service is considered functional.

Whennanny monitors a service, it connects using the active node’s host IP address
rather than the VIP address of the service. This is done to ensure cluster reliability.
There are windows during service failure (and the subsequent failover) where the VIP
address may exist on both cluster nodes, or be missing altogether. Using the host IP
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address instead of the VIP address to monitor a service ensures that the correct system
is always being examined and tested.

The following diagram illustrates the service monitoring logic used by FOS:
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Figure 7–1 Service Monitoring Logic
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7.2.7 Failover

FOS automatically creates, deletes, or moves VIP addresses based on the information
in its configuration file. Each time FOS changes a VIP address, ARP broadcasts are
sent out to inform the connected network that the MAC address for the VIP address
has changed. If an end-user accesses a service by referring to its VIP address and
port, it will be transparent which system is actually providing that service.

In normal operation, an FOS system will have one active node with running services
(and their associated VIP addresses), and an inactive node monitoring the services on
the active node. This is illustrated below:

Figure 7–2 Running FOS Cluster Before Failover

When a failover occurs, the service VIP addresses are recreated on the inactive node,
and the inactive node becomes active by starting the services. The originally-active
system is notified (by heartbeat) that it should become inactive (if possible, depend-
ing on the failure situation). If it does go inactive, it will stop all services, start the
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monitoring programs, and become eligible for a failover should the new active sys-
tem suffer an outage. This is illustrated below:

Figure 7–3 Running FOS Cluster After Failover

If, for some reason, the services on the originally-active system cannot be stopped,
it does not interfere with the cluster, because the VIP addresses have been moved to
the new active system, directing all traffic away from the originally-active system.

7.2.8 Components
An FOS system consists of the following components:
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Table 7–2 FOS Components

Component Description

Piranha Web Interface A graphical interface for creating and
maintaining the cluster configuration
file. (Please read Chapter 9,The
Piranha Web Interface — Features and
Configurationfor more information
on the Piranha Web Interface.)

/etc/lvs.cf The cluster configuration file. Can be
any filename desired; this is the default.
The FOS-related contents of this file
are detailed later in this document.

/usr/sbin/pulse Main Piranha program and daemon
process. Provides and tests for a
heartbeat between the cluster nodes.
Also starts and stops thefos daemon
process as needed.

/etc/rc.d/init.d/pulse Start and stop script for thepulse
program.
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Component Description

/usr/sbin/fos Main FOS program and daemon.
Started bypulse, this program operates
in two modes. On the active node, it
is started using a--active option
which causes it to automatically start
and stop the IP service(s). On the
inactive node, it is started with a
--monitor option which causes it
to start and stop thenanny service
monitoring daemon(s). When a failure
is detected by the inactive node, the
fos daemon initiates a failover by
exiting, which in turn causespulse
to restart it using the--active
option, and to notify the partner cluster
node that it is to go inactive.
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Component Description

/usr/sbin/nanny Service monitoring program and
daemon. Started byfos, there is one
nanny daemon for each defined service
to monitor. Thenanny processes
only run on the inactive system, and
monitor the services on the active
system for failure. If a failure is
detected, thenanny daemon notifies
thefos daemon of the failure by exiting,
which in turn causesfos to terminate
all othernanny processes. Then
fos exits to notify thepulse daemon
that a failure has occurred.

/usr/sbin/send_arp Program used byfos to broadcast
to the public network which system
is currently providing the service
for a VIP address.

The components on a running FOS system supporting two services looks like this:
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Figure 7–4 Components of a Running FOS Cluster

7.3 Setting up an FOS Cluster
This section discusses the steps necessary to configure an FOS cluster.

7.3.1 Minimal Prerequisite Information
The information needed to set up an FOS cluster falls into two categories:

• Cluster-wide data

• Service-specific data

The following tables list the minimal information needed in both categories to set up
an FOS cluster:
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Table 7–3 Required Cluster-Wide Information

Item Comment

Ability to gain root access Required to edit and copy the
configuration file, and to start/stop
FOS (via thepulse daemon).

Host IP address Each cluster node’s IP address must be
included in the configuration file.

rsh (or optionally,ssh) Each time the configuration file is set
up or changed, it must be copied to all
nodes in the cluster. Eitherrcp (in the
case ofrsh) or scp (in the case ofssh)
will be used to perform the actual copy.
Note that this copy is done as root. You
must decide whether to usersh or ssh.

Proper configuration ofrsh or ssh After deciding whether to usersh
or ssh, you must then configure
the primary and backup nodes such
that the root account may copy files
between the two nodes without being
prompted for a password.

Table 7–4 Required Per-Service Information

Item Description

Service name A general name for the service (such
as "ftp1"). This name will be used to
identify the service in the configuration
and system log files.
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Item Description

Port number The TCP/IP port number used by
this service. The port number will
be used by FOS to test whether the
service is functional. For http web
services, this port is usually 80. For
ftp, port 21 is normally used. The
service monitoring tests are described
in Section 7.2.6,Service Monitoring.

Start command The command or script used to start the
service. The full path must be specified,
and parameters are allowed. For most
Linux services, the start command will
be /etc/rc.d/init.d/ xxxxx
start (wherexxxxx is the name
of a service script, such ashttpd ,
or inetd (for services, such as ftp,
that are controlled by inet). In some
cases, you may want to create your
own scripts and reference them.
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Item Description

Stop command Similar in concept to the start command
referenced above, except that this is
the command or script to execute to
stop the service. The full path must be
specified, and parameters are allowed.

VIP address (and device) The virtual IP address used by clients
on the public network to access this
service. This address must be different
from the IP address of either of the
cluster nodes. This address will be
manipulated and broadcast on the public
network as part of the failover process.
Services do not failover individually,
so typically you would define all of the
services to use the same VIP address.
Also needed is the network device name
(visible to the public network) to be
used by the VIP address. Typically,
the cluster nodes are connected using
deviceeth0 , so the first VIP address
on that interface would be placed on
eth0:1 , a second VIP address would
useeth0:2 , and so on.

In addition, the following optional parameters can be specified to increase the level
of service testing:
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Table 7–5 Optional Per-Service Information

Item Description

Send string A string of printable characters to send
to the service’s port as part of service
monitoring. The string can contain
spaces,\n , and\r . During service
testing, if a connection attempt to the
service’s port is successful, the send
string will then be sent to that port.
If an error occurs, then the service
is considered dysfunctional.
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Item Description

Expect string A string of printable characters that
are expected from the service’s port
2. The string can contain spaces,
\n , and\r . The string can also
be a single asterisk ("*") character,
indicating that a response is mandatory,
but can consist of any characters. If
the number of characters received is
less than the length of expect string,
or if any of those characters do not
match the corresponding character
in the expect string, the service is
considered dysfunctional.

Timeout The maximum number of seconds
to wait for a connection attempt
to complete before considering the
attempt a failure. Also used as the
number of seconds to wait for a read
attempt to complete (for comparison
to the service’s expect string) before
considering the attempt a failure.
Default value is 10 seconds.

7.3.2 The Piranha Configuration File ( lvs.cf )
The Piranha configuration file is used in several different cluster configurations, so
some portions of the file do not apply to FOS. The file is broken down into three
major sections:

• Global cluster information

2 Note that a service may send out a message in response to a connection, or in response to a specific message
written to the service’s port once a connection has been made.
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• LVS-specific information

• FOS-specific information

Only the first and last sections are applicable to FOS. The default name and location
of the configuration file is/etc/lvs.cf .

Each time the configuration file is modified, it must be copied to all nodes in the
cluster. All nodes must use the same configuration data. Mis-matched configuration
files are one of the easiest ways to cause a dysfunctional cluster.

Each line in the configuration file must follow strict formatting:

• Only one space before and after the the equal sign ("=")

• No missing mandatory information

• Numeric fields must contain only numbers

• All characters after a "#" are treated as a comment

Any violation of these formatting rules will cause thepulse program to fail (some-
times with a core dump). Using the Piranha Web Interface is highly recommended
and will ensure a properly-formatted configuration file.

Thepiranha-docs RPM provides a sample configuration file. It can be found in
/usr/doc/piranha-docs*/sample.cf . The lvs.cf man page provides
details on every possible entry in the configuration file.

The following tables list the configuration file entries that are applicable to setting up
FOS. All items are required unless otherwise noted.

Global Cluster Entries

This table lists the global settings needed to define the cluster:

Table 7–6 Piranha Configuration File Settings — GLOBAL

Entry Description

service = fos Indicates that this configuration file
is for FOS rather than lvs.
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Entry Description

primary = nnn.nnn.nnn.nnn Host IP address of the primary
node in the cluster.

backup_active = 1 Indicates the backup node will be
a member of the cluster.

heartbeat = 1 Indicates that heartbeats will be
used in the cluster.

heartbeat_port = nnnnn UDP port number to use for heartbeat.
Need only be changed if multiple
clusters exist and you need to
prevent conflicts.

keepalive = nnnnn Number of seconds between heartbeats.

deadtime = nnnnn Number of seconds that must elapse
without seeing a heartbeat from the
partner system before declaring that it
has failed. This number should be a
multiple of thekeepalive value.

rsh_command = xxx Specified the command to use to
copy files between systems. Must
be eitherrsh or ssh .
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Entry Description

network = nat This entry is not used by FOS but must
be set to a valid value. Leave asnat .

nat_router =
nnn.nnn.nnn.nnn eth n: n
(Should be on one line)

This entry is not used by FOS, but
must be set to a valid value. Place any
IP address you want here, as long as
it does not conflict with the host IP
address of the cluster nodes, or the VIP
addresses of any services. Also specify
a valid device (such aseth0 ), but make
sure the virtual interface number (: n)
does not conflict with any of the device
definitions for the FOS services.

Per-Service Settings

For each service to include in FOS, there must be a block of data, enclosed in braces
({}). Each service block begins with the wordfailover , followed by a user-de-
fined service name. The name is only used to tell the services apart, and only appears
in the log files.

Table 7–7 Piranha Configuration File Settings — PER-SERVICE

Entry Description

failover xxxx { Starts a block definition for a failover
service.xxxx can be any name desired,
as long as it contains no whitespace
or quotes. NOTE THE OPENING
BRACE ON THIS LINE!

active = 1 Indicates that this service is to be
included in FOS. A0 means that this
definition block is to be ignored
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Entry Description

address = nnn.nnn.nnn.nnn
eth n: n (Should be on one line)

Specified the VIP address and device
for this service. The VIP address is
usually the same for all services (and
if so, the device entry must also be the
same), but it can be different if desired.
The device consists of two parts:
theeth n part indicates the ethernet
interface to use (the first interface
would be namedeth0 , the second
would be namedeth1 , and so on),
while the: n part is a number indicating
the number of the VIP address for the
specified interface (:1 for the first VIP,
:2 for the second, and so on).

port = nnnnn The TCP/IP port number of this service.
http is usually 80, ftp is usually 21, etc.
The port number is used to test whether
the service is responding or failing.

send = " xxxxx " OPTIONAL. If specified, this string will
be sent to the port as part of service
monitoring. See thelvs.cf and
nanny man pages for details.
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Entry Description

expect = " xxxxx " OPTIONAL. If specified, this string
is expected in response to connecting
to the service’s port and/or sending
thesend string. Theexpect string
must follow the same rules as thesend
string; it may also contain a single
asterisk ("*"), which means that any
character(s) received will be considered
as matching theexpect string. The
response from the port is compared (up
to the length of theexpect string),
and a match indicates that the service
is functional. See thelvs.cf and
nanny man pages for details.

timeout = nn OPTIONAL. If an expect string
is specified, this entry indicates the
number of seconds to await a response
from the port before assuming a timeout
failure. Default is 10 seconds.

start_cmd = " xxxx " The script or command to perform
in order for FOS to start this
service. The command must include
the full pathname. Parameters to
the command/script may also be
included, but must be separated
by single spaces only.
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Entry Description

stop_cmd = " xxxx " The script or command to perform
in order for FOS to stop this service.
The command must include the
full pathname. Parameters to
the command/script may also be
included, but must be separated
by single spaces only.

} The closing brace indicates the end
of this service definition.

The start_cmd and stop_cmd Entries

Both thestart_cmd and thestop_cmd entries are mandatory, and must be en-
closed in double quotes. The specified value is the command or script to be executed
that will start or stop the service. The full path must be specified. Parameters may
also be specified; each one must be separated by a single space. The command used
should be repeatable, meaning that no problems (other than a possible error return
value) should occur if the command is executed several times in a row.

The send and expect Strings

Thesend string (send = " xxxx " ) is a text string to send to the service port in
order to test whether the service is really functioning. The length is limited to 255
printable, quoteable text characters. Also permitted are\n , \r , \t , and’ .

The expect string is similar to thesend string. If it is specified, a read will be
attempted on the service port, and the resulting response compared to theexpect
string. If the read attempt times out, or the number of characters read are less than
the length of theexpect string, then the service has failed. If the read is successful,
then theexpect string is compared to the response and if the characters match up
to the length ofexpect string, the service is considered functional; otherwise it is
considered to have failed. If anexpect string is not specified, no read attempt will
occur.
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Theexpect string must follow the same rules as thesend string, except for one
additional feature. Ifexpect = "*" is specified, then the service must send a
response, but that response can consist of any characters and be any length.

Please Note

If the send string is omitted, then no attempt to send data
to the service will occurEXCEPTif port = 80 , and the
expect string is also omitted. In this case, a web service
is assumed and an internal http test string will be sent and
expected. This condition exists for backwards compatibility
with previous releases of Piranha.

If both send andexpect strings are specified, thesend string will always be sent
first.

The following table lists samples ofsend andexpect strings for some of the most
common IP services.

Please Note

These strings are samples only. They may not be the best
choices for all circumstances, and may not work on all sys-
tems.

Table 7–8 Sample send and expect Strings

Service Port send String expect String

http/www 80 HTTP / HEAD/1.0\n\n HTTP

ftp 21 \n

telnet 23 \n *
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Service Port send String expect String

lpd 515 \n lpd:

ssh 22 SSH

inetd 98 \n 500

login 513 \n

bind 952 \n

smtp/sendmail 25 \n 220

7.3.3 File Copying with rsh and ssh
Piranha (as well as the system administrator) needs to be able to copy files between
the cluster nodes (usually as root). There are also non-FOS situations where Piranha
needs to execute commands on cluster nodes as part of statistic gathering. These tasks
can be accomplished using eitherrsh or ssh.

One of these two applications must be specified in the configuration file. Each
application also has specific configuration requirements (software installation,
creation/modification of.rhosts files, etc.) that must be met in order for it to
work. Consult thersh or ssh man pages for further information.

7.3.4 Setting up an FOS Cluster Step-by-Step
Here is a sample step-by-step procedure for installing, configuring, and starting a new
Piranha FOS cluster.

1. Make sure you have the basic resources for setting up the cluster readily avail-
able. This includes:

• The TCP/IP addresses and hostnames for the network interfaces, and/or a
functioning DHCP server environment.

• A list of the TCP/IP services, and their port numbers, that will be set up to
failover. Some examples might include http on port 80, ftp on port 21, etc.

• Access to a nearby client system with a running web browser for setting
up the Piranha software, and for testing the http service. You can also set
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up the server as a functioning workstation with web browser, but you will
need to selectCUSTOM during the product installation in order to install those
components.

• The ability to use a text editor such asvi or emacs to edit configuration files.

2. Install the product by following the on-screen displays, and by following the
instructions in the installation section of this document.

3. Log into both nodes as root and perform the following basic operations:

• Execute the/usr/sbin/piranha-passwd script to set an access pass-
word for the Piranha Web Interface.

• Edit the/etc/hosts files and add entries for each of the cluster nodes.

• Edit /etc/hosts.allow , and enable access for the appropriate service(s)
for all cluster nodes. Use the commented examples in the file as a guideline.

• Edit the~root/.rhosts files and add entries for each of the cluster nodes
so that the root account can be used withrsh andrcp .

• If desired, you may also want to set upssh andscp in addition to (or instead
of) usingrsh andrcp . Follow the appropriate instructions for that software.

4. Make sure that each system can ping the other by IP address and name. At
this point, copying files between the systems usingrcp (or scp if set up) when
logged in as root should also work. As an example, the following command
should work (assuming you will be usingrcp ):

rcp myfile node2:/tmp/myfile

5. Configure Apache on both nodes by editing
/etc/httpd/conf/httpd.conf , and setting the
ServerName parameter appropriately. Start Apache by using the
/etc/rc.d/init.d/httpd script, and passing thestart or restart
parameter as appropriate.
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Although the following should have been done for you after you’ve installed Red
Hat High Availability Server, the following configuration sections must be set in
order for the Piranha Web Interface to work properly. First, the following entry
should be present in the/etc/httpd/conf/httpd.conf file:

<Directory /home/httpd/html/piranha>
Options All
AllowOverride All

</Directory>

You should also find the following entries in the same file:

LoadModule php3_module modules/libphp3.so
AddModule mod_php3.c
…
<IfModule mod_php3.c>

AddType application/x-httpd-php3 .php3
AddType application/x-httpd-php3-source .phps

</IfModule>

6. Log into the client system and start up the web browser. Access the URL
http:// xxxxx /piranha/ wherexxxxxx is the hostname or IP address of
the PRIMARY node in the cluster. You should see the configuration page for the
Piranha software.

Configure the software as needed for your setup, following the information de-
tailed in other sections of this document. Your changes should be present in the
file /etc/lvs.cf on that cluster node.

7. Make sure the configuration files on all nodes are identical by copying the new
file on the primary node to the other node by using thercp or scp command
(for example):

rcp /etc/lvs.cf node :/etc/lvs.cf

If this does not work, you will have to investigate the configuration changes for
the rsh or ssh software you made earlier.
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Changes to the configuration file will require that the file be re-copied to all the
nodes, and that Piranha be stopped and restarted. (Note: A future release of
Piranha may automate this process.)

8. On each node, one at a time, disconnect the node from the network and try the
following tests (detailed in later sections of this chapter).

• Start and stop the IP services you intend to use in FOS by typing the exact
commands specified in the services’start andstop lines, as listed in the
cluster configuration file.

• With the service running, usetelnet and attempt to connect to that ser-
vice’s TCP/IP port (for example):

telnet localhost 80

If this connection is refused, then that service might not be working or the
port number is incorrect. Note that iftelnet does connect to the service,
the telnet session may be "hung" afterwards and you may have to terminate
the telnet process in order to disconnect.

9. With the services down and the system connected to the network, start thepulse
program on the primary node by executing the following command:

/etc/rc.d/init.d/pulse start

After a time, the Piranha software and all the services should be running. Keep
watch on this by using theps -ax command, and by examining the tail end of
the /var/log/messages log file.

10. Start thepulse program on the other cluster node. Both nodes should now be
running and monitoring each other.

11. You can test failover by disconnecting the network connection on the active
node, shutting down a monitored TCP/IP service on the active node, or by termi-
nating ananny process on the inactive node by using the commandkill -s
SIGTERM nnn (wherennn is the pid of ananny process).

Your FOS cluster should now be completely operational.
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7.4 Testing FOS

While configuring FOS is a relatively straightforward process, unless care is taken it
is easy to define a non-functioning cluster, or one that "ping-pongs" a failover back
and forth between the nodes. This is partly because all the services failover as a group,
so in order for FOS to operate, all services on at least one node in the cluster must
come up correctly. If one service on nodeA fails to come up (due to a configuration
error), and a failover occurs, but a different service on nodeB also fails to come up,
then the result is a cluster where neither node comes up correctly and failover will
bounce back and forth.

Before starting Piranha using a newly created or modified configuration file, some
basic tests should be performed first. These tests should be carried out on both nodes
in the cluster.

7.4.1 Synchronize Configuration Files

Ensure that both systems are using the same configuration by copying the piranha
configuration file to the other cluster node(s). You can use eitherrcp or scp , de-
pending on whether you’ve configuredrsh or ssh :

# rcp /etc/lvs.cf other.cluster.node :/etc/lvs.cf
other.cluster.node : Connection refused
Trying krb4 rcp...
other.cluster.node : Connection refused
trying normal rcp (/usr/bin/rcp)
#

7.4.2 Starting and Stopping Services Manually

Without Piranha running, bring up the IP services by manually typing the same com-
mand that is defined in thestart_cmd line for each service’s entry in the config-
uration file. Then use theps command and make sure the services are running as
expected.
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Next, type the same command that is defined in thestop_cmd line for each service’s
entry in the configuration file. Then use theps command to make sure the services
have been shut down properly.

To continue testing, bring up the IP services again by manually typing the same com-
mand that is defined in thestart_cmd line for each service’s entry in the configu-
ration file.

7.4.3 Using telnet to Test send and expect Strings
This test ensures that the port used by each service is correct, and that the strings used
in service monitoring reflect the actual behavior of each service. One of the most
common configuration errors is that a service’s port number (as defined in the cluster
configuration file) does not match the port number actually used by the service.

With the services already running (see Section 7.4.2,Starting and Stopping Services
Manually), use thetelnet command to attempt to connect to that service’s TCP/IP
port number (as defined in the configuration file). For example, if your cluster is
providing http service on port 4040, use the following command to confirm that port
4040 is, in fact, in use:

# telnet localhost 4040
Trying 127.0.0.1...
Connected to localhost (127.0.0.1).
Escape character is ’^]’.

Because we didn’t get aConnection refused error message, we can be confident
that a service is using port 40403. At this point, we can disconnect from the port in
this manner:

^]

telnet> quit
Connection closed.
#

3 Of course, this does not mean that the servicewe expectedis using the port. We’ll get to that in a moment.
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Please Note

Whentelnet is used to connect to some services, you may
find you cannot disconnect. In this case, you will have to
use thekill command ontelnet.

If you did get aConnection refused message, then the service you started is not
using that port and Piranha will fail to connect also. On the other hand, iftelnet did
connect sucessfully, then FOS will be able to connect as well.

Note, however, that not every service can be considered "telnet-friendly" — some
services may drop the connection after a period of time, or there might be no response
at all (try pressing[Enter] several times). This does not necessarily indicate that the
service is not functioning. Some services simply cannot be accessed in an interactive
telnet session.

As a final test, try usingtelnet to connect to the service from theothercluster node.
If this fails, then FOS will also fail. Resolve any problems preventing telnet from
connecting and it is likely that thenanny daemon will also be able to connect.

If you have definedsend strings for a service, you can try typing the contents of the
send string and see if it the service responds appropriately. However, in some cases
you will not be able to type it fast enough to prevent the connection from timing out
and failing to process what you’ve typed. This does not necessarily indicate that there
is any problem; just that you cannot usetelnet to test. The only way to be sure is to
see if thenanny daemon can use thesend andexpect strings sucessfully.

7.4.4 Using ps and Log Files
Start Piranha by starting thepulse daemon on one cluster node (have that node un-
plugged from the network if necessary). Depending on the node you are using, FOS
will either attempt to start the IP services right away, or will start thenanny dae-
mon(s), which will then timeout, initiate a failover, and start the IP services. In either
case, you should end up with a running environment wherepulse is running,fos is
running in--active mode, and the IP service(s) are up. You should be able to see
this using theps -axw command.
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You should also examine the system log file (/var/log/messages ) and read the
Piranha-related entries. Make sure they do not indicate any problem (see Section
7.5.2,Error Messagesfor a discussion of possible error messages). If a problemis
logged, make sure you resolve it before proceeding.

Repeat this process for the other cluster node.

7.4.5 Starting FOS For the First Time

If you disconnect both cluster nodes from the network, and start Piranha on each, you
should end up with each node believing that the other has failed and both nodes should
be running with active services. If you then connect the nodes to the network while
they are still running, the two systems will detect each other’s heartbeat. Since both
nodes are claiming to be active, the node that is defined as the backup node should
become inactive by shutting down its IP services and starting thenanny daemon(s).

7.4.6 Forcing a Node Failover

The easiest way to test failover is to unplug the active node from the network. The
inactive node should detect the loss of a heartbeat message and become active. If you
then shut down Piranha on the unplugged system, reconnect it to the network, and
restart Piranha, the reconnected system should detect that FOS isalreadyactive on
the other node and no failover should occur to interrupt the running service.

If you reconnect the disconnected node with Piranha already running, then Piranha
will detect that two active systems are running; The one defined by thebackup
entry of the configuration file should become inactive (even if that results in another
failover).

7.4.7 Forcing a Service Failover

The easiest way to cause a failover due to the loss of a single service is to stop the
service by manually executing the command defined by that service’sstop entry in
the Piranha configuration file. The command should be issued on the active system.
This will stop the service, which should cause thenanny daemon on the inactive
node to log a service failure and trigger a failover.
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7.5 Trouble-shooting FOS
This section describes the most common problems and causes/solutions. This sec-
tion, along with the earlier section describing how to test FOS, should help resolve
most situations.

7.5.1 Common Problems / Questions

Please Note
Most of the components that make up Piranha can be run
manually (provided you supply the same option switches
that they require when run as daemons). In addition, most
components also support a-v and/or a--norun option to
aid in the debugging process.

The nanny daemon keeps reporting that a service is not working
If you are usingsend /expect strings as part of service testing, try using FOS with-
out them. Without these strings, FOS will test the service by connecting to the ser-
vice’s port only. If this resolves the problem, it is likely that the service is not passing
your send /expect string testing.

FOS keeps performing failovers even though the services are running
Even though the services are running, it does not necessarily mean that FOS can con-
nect to them. The best test for this is to bring up FOS on just one cluster node (which
will cause all the services to be started), and usetelnet from the other cluster node
to attempt to connect to the TCP/IP port defined for each service. Iftelnet returns a
Connection refused message, then it is likely that thenanny daemon will also fail
to connect to the service. Resolve the situation preventingtelnet from connecting
and thenanny daemon should stop initiating failovers.

The most common causes for this failure are either that the service has been con-
figured to use a different TCP/IP port number than the one specified in the Piranha
configuration file, or the Piranha configuration files are not identical on the cluster
nodes.
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Next, shut down Piranha on the active node and bring it up on the inactive node, then
perform thetelnet tests in the opposite direction.

Also check the system log files (on both nodes). For any failover condition, Piranha
will log the reason.

If Apache is one of the services, make sure that theLISTEN port number matches
the port number in the Piranha configuration file.

FOS keeps "ping-ponging" the failover back and forth
First see the previous section on "FOS keeps performing failover even though the
services are running", and perform thetelnet testing described.

If you still experience this problem, make sure that yourkeepalive , deadtime ,
and the service’stimeout values are not too short. Try increasing the values to
ensure that Piranha has sufficient time to correctly determine a failure. Also note that
deadtime should have a value that is a multiple of thekeepalive value.

Piranha did not shut down correctly; how do I kill it without causing it
to restart?
If you must kill the Piranha daemons manually, then you must kill them "from the
top down". In other words, you must first killpulse, thenfos, and then thenanny
daemons. Killingfos first (for example) will causepulse to think a failover should
occur.

Use the commandkill -s SIGTERM <pid> first, before using SIGKILL (also
known as-9 ). In most cases, killingpulse or fos with SIGTERMwill cause it to
automatically kill all of its own children.

When I unplug the active node, a failover occurs, but when I plug it
back in, another failover occurs back to the first node
This occurs because the system you unplugged was the primary node, which caused
the backup node to become active. The unplugged node was still active (even if it
had lost network connectivity). Plugging it back in created the situation where both
nodes were declaring themselves active; in this case, the primary node always wins
the stalemate. Therefore, even though the backup node was also the currently active
node, it failed over and became inactive.
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There are two ways to prevent this:

• If possible, make sure the system you unplug is the backup system. If the backup
system is also the active system (meaning that the primary system is inactive),
then unplugging the backup system will cause a failover to the primary, but plug-
ging the backup system back in will not cause a second failover (because it will
lose the "both nodes active" stalemate).

• The second method will always work no matter which node is unplugged. Just
make sure that before the node is plugged back in, you first shut down Piranha.
Then plug the node back into the network, and restart Piranha. The node will
detect that there is already an active system and will start up as the inactive node.

Piranha is causing the private log files for each service to fill up with
connect attempt messages

ftp/inetd and httpd have individual log files. Each connection attempt (by any soft-
ware, for any reason) may cause a one or two line entry in these log files. Because
thenanny daemons, being part of Piranha’s service monitoring, must connect to each
service on a regular basis, there is no way to configure Piranha to prevent this, short
of disabling service monitoring.

The only work-arounds are to set up a cron or backup entry to "roll over" the file(s),
preventing them from filling the disk, and/or increase the timeout parameters in Pi-
ranha’s configuration file so the services are tested less often and therefore log fewer
entries. Other possibilities, such as using symbolic links to the null device, could
result in a loss of important security information and are not recommended.

Can I set up web services that are independent of FOS?

Apache can be configured to start multiple httpd daemons that listen on different
TCP/IP ports. This means that you can configure one port for use with Piranha, and
another that acts independently for other purposes.

Because this is more of an Apache configuration issue than a Piranha configu-
ration issue, information on configuring Apache in this manner is beyond the
scope of this document. Please see the Apache Software Foundation’s website
(http://www.apache.org/) for additional information on Apache configuration.
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How can I set Piranha up so that I can use the Piranha Web Interface
on the inactive node?
The Piranha Web Interface is designed to be used on the active node, with the resulting
configuration file copied to the inactive system. It is possible to use the Piranha Web
Interface on the inactive node if you start a second httpd daemon that uses a different
TCP/IP port from the http service defined in the Piranha configuration file. Note that
this is a similar situation to the previous question.

Can I have the services already running on the standby system,
instead of having Piranha starting them?
Yes, you can replace thestart_cmd andstop_cmd lines in the/etc/lvs.cf
file with commands that do not affect the running services. However, this will result
in a cluster configuration that can only survive one failover; in this case, a second
failure will not cause the services to failover to the original node.

7.5.2 Error Messages
Most of the error messages are self-explanatory. Here are descriptions for some of
the less obvious or more critical ones.

"Service type is not ’fos’"
You are attempting to run thefos program manually, but the Piranha configuration
file does not haveservice = fos set.

"gratuitous xxx arps finished"
Each time a VIP address is created or removed, Piranha sends out ARP broadcasts to
notify the network of the change in MAC address for that IP address. This message
indicates that those broadcasts have completed.

"Incompatible heartbeat received – other system not using identical
services"
An attempt is being made (either due to mis-matched configuration files or manual
startup of a Piranha component) to start one cluster node usinglvs services and the
other node infos services. All nodes in a cluster must use the same Piranha cluster
service.
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"Notifying partner WE are taking control!"

A situation has occurred where the backup system needs to become (or already is)
the active cluster node, and it is telling the primary node (which is trying to become
active, or already is) that it must switch to inactive mode.

"PARTNER HAS TOLD US TO GO INACTIVE!"

This message is the partner to the one listed above. A situation has occurred where
the backup system needs to become (or already is) the active cluster node, and it is
telling the primary node (which is trying to become active, or already has) that it must
switch to inactive mode.

"Undefined backup node marked as active? – clearing that..."

The Piranha configuration file has setbackup_active = 1 , but there is no
backup node IP address defined in the file. This message appears if Piranha is then
started with its configuration file containing this error. As the message implies,
Piranha is treating the situation as ifbackup_active = 0 was set in the
configuration file instead.

"pulse: cannot create heartbeat socket – running as root?"

Thepulse daemon cannot start because it cannot create the TCP/IP socket needed for
its heartbeat. The most common reasons for this is eitherpulse is being started by
someone with a UID other than 0 (a non-root account), orpulse (or another Piranha
daemon) is already running.

"no service active & available..."

The most common cause for this message occurs when no services in the Piranha
configuration file are set asactive = 1 . If they are all set as inactive, then FOS
has no services to control or monitor.

"fos: no failover services defined"

Piranha hasservice = fos enabled, but there are no FOS services defined in the
configuration file.
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7.6 Additional Information
7.6.1 Multiple Clusters
While a Piranha FOS cluster can currently only be composed of two nodes, you
can create multiple, independent clusters. When doing this, make sure that unique
heartbeat_port and VIP addresses are used for each cluster.

7.6.2 Further reading
More information can be found in thefos, pulse, nanny, andlvs.cf man pages.
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8 Linux Virtual Server (LVS)
8.1 Introduction
A Linux Virtual Server (LVS) cluster is a collection of servers that have been specially
configured to provide highly-available services. The diagram below illustrates how
an LVS cluster works.

Figure 8–1 A Basic LVS Cluster Configuration

An LVS cluster consists of one or two router nodes (top of figure) and a variable
number of application servers (bottom). We will refer to the LVS router nodes as
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LVS routers, and to the pool of application servers asreal servers. Note that these
terms designateroles rather than machines. For example, the LVS routers shown in
Figure 8–1,A Basic LVS Cluster Configurationmight be configured to perform both
LVS router and real server roles.

Service requests arriving at an LVS cluster are addressed to avirtual server IP ad-
dress (sometimes refered to as a VIP address). This is a publicly-advertised address
that an administrator at the site associates with a fully-qualified domain name (for
example, lvs.ajax.com). The illustration shows only one virtual server address, but
there may be more than one. The important thing to remember is that a VIP address
will migrate from one LVS router to the other during a failover, thus maintaining a
presence at that IP address. As such, they can be consideredfloating addresses. VIP
addresses may be aliased to the device (for example,eth0:1 ) that connects the LVS
routers to the public network, or each could be associated with a separate device.

Only one LVS router is active at a time. The role of theactive router is to redirect
service requests from a virtual server address to the real servers. The redirection is
based on one of four supported load-balancing algorithms (described in Table 8–1,
Load-balancing Methods). The active router dynamically monitors the health of the
real servers, and the workload on each, via one of three supported methods (described
in Table 8–2,Enabling Synchronization and Monitoring Tools). If a real server be-
comes disabled, the active router stops sending jobs to that server until it returns to
normal operation.

The backup router performs the role of astandy system. Periodically, the LVS
routers exchange "I’m alive" heartbeat messages. Should the backup node fail to
receive a heartbeat message within an expected interval, it initiates afailover and
assumes the role of the active router. During failover, the backup router takes over
the VIP address(es) serviced by the failed router and uses a technique known asARP
spoofing— It starts announcing itself as the destination for IP packets addressed to
the failed node. When the failed node returns to service, it assumes the hot backup
role.

8.1.1 Routing Methods
Three routing methods are supported:
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• Network Address Translation (NAT)

• IP encapsulation (tunneling)

• Direct routing

Each LVS router is configured to use a single routing method. If you set up multiple
LVS clusters, you can use different routing methods for each cluster.

The diagram below illustrates NAT routing works.

Figure 8–2 An LVS Cluster Implemented with NAT Routing

The NAT router IP address is the default route used by each real server on the private
network to communicate with the active router. Like the virtual server address, it
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is also a floating IP address. The NAT router address may be aliased to the device
(for example,eth1:1 ) connecting the LVS routers to the network of real servers, or
associated with a separate device on each router.

Also like virtual server addresses, NAT addresses are enabled only on the active
router. Therefore, should the active router fail, the backup router enables the virtual
server and NAT addresses during take-over of the floating IP addresses. In the topol-
ogy shown in Figure 8–2,An LVS Cluster Implemented with NAT Routing, virtual
server addresses are enabled on deviceeth0 and the NAT router address oneth1 .

As a real server processes a request, it returns packets to the active router, where the
address of the real server in the packets is replaced by the virtual server address. In
this manner, the private network of real servers is masqueraded from the requesting
clients.

NAT routing is easy to set up and flexible. The real servers may be any kind of
machine running any operating system or Web server, or any combination. The chief
disadvantage is that, after about twenty real servers, the LVS router may become a
bottleneck because it must process outgoing as well as incoming requests.

Figure 8–3,An LVS Cluster Implemented with IP Encapsulation (tunneling)illus-
trates how a tunneling virtual server works. With this method, IP encapsulation is
enabled on the real servers. Prior to assigning a job to a real server, the active router
encapsulates the IP address of the requesting client inside the real server’s address.
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Figure 8–3 An LVS Cluster Implemented with IP Encapsulation (tunneling)

When a real server has processed a job, it returns the response directly to the request-
ing client rather than to the active router. Thus, the active router processes incoming
requests only. An additional advantage of tunneling is that the real servers may be ge-
ographically distributed. (While IP encapsulation using non-Linux real servers may
be possible, only Linux real servers have been tested in this configuration.)

Figure 8–4,An LVS Cluster Implemented with Direct Routingillustrates direct rout-
ing. With this method, the LVS routers and real servers exist on the same LAN seg-
ment. After selecting the real server for a job, the active router changes the address
of the request to that of the real server.
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Figure 8–4 An LVS Cluster Implemented with Direct Routing

When a real server has processed a job, it returns the response directly to the request-
ing client rather than to the active router. This method avoids the (admittedly slight)
overhead of tunneling.

Figure 8–5,Combining LVS Cluster Routing with DNS Round Robinsuggests how
multiple clusters could be deployed in combination with DNS round robin to satisfy
the needs of the busiest sites. In this scenario, a DNS server resolves service requests
to multiple virtual server addresses, which a router distributes equally among multi-
ple LVS routers. These routers, in turn, distribute requests to a shared bank of real
servers.
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Figure 8–5 Combining LVS Cluster Routing with DNS Round Robin

8.1.2 Job Scheduling Methods
Regardless of the routing method, theIPVS table in the active router’s kernel redi-
rects requests from a virtual server address to a real server. For example, a TCP
request addressed to port 80 on virtual server 1.2.3.1 might be routed to port 80 on
real server 192.168.1.2. The actual mapping of jobs to real servers in the IPVS table
is based on the load-balancing algorithm in use. Table 8–1,Load-balancing Methods
describes the supported load-balancing methods.
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Table 8–1 Load-balancing Methods

Name Description

Round robin Distribute jobs equally among
the real servers.

Least-connections Distribute more jobs to real servers with
fewer active connections. (The IPVS
table stores active connections.)

Weighted round robin Distribute more jobs to servers with
greater capacity. Capacity is indicated
by a user-assigned weight, which is
then adjusted upward or downward
by dynamic load information.

Weighted least-connections Distribute more jobs to servers with
fewer active connections relative to
their capacity. Capacity is indicated
by a user-assigned weight, which is
then adjusted upward or downward
by dynamic load information.

8.2 Components of an LVS Cluster
The components of an LVS cluster are described below.

8.2.1 pulse
This is the controlling process that starts the other daemons as needed. It is started
on the LVS routers by the/etc/rc.d/init.d/pulse script, normally at boot
time . Throughpulse , which implements a simple heartbeat, the inactive LVS router
determines the health of the active router and whether to initiate failover.

8.2.2 lvs
The lvs daemon runs on the LVS routers. It reads the configuration file and calls
ipvsadm to build and maintain the IPVS routing table.
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8.2.3 nanny

Thenanny monitoring daemon runs on the active LVS router. Through this daemon,
the active router determines the health of each real server and monitors its workload.
A separate process runs for each service defined on each real server.

8.2.4 /etc/lvs.cf

This is the LVS cluster configuration file. Directly or indirectly, all daemons get their
configuration information from this file.

8.2.5 Piranha Web Interface
The Web-based tool for monitoring, configuring, and administering an LVS cluster.
Normally this is the tool you will use to maintain/etc/lvs.cf , restart the running
daemons, and monitor an LVS cluster.

8.2.6 ipvsadm

This tool updates the IPVS routing table in the kernel. Thelvs daemon sets up and
administers an LVS cluster by callingipvsadm to add, change or delete entries in
the IPVS routing table.

8.2.7 send_arp

This program sends out ARP broadcasts when the virtual server address changes from
one node to another.

8.2.8 LVS Cluster — A Block Diagram
This diagram shows the how the various components work together in an LVS cluster
configuration:
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Figure 8–6 Components of a Running LVS Cluster

8.3 Background of the LVS Cluster
The Red Hat LVS cluster is based either directly on contributions from the Linux
community, or on components that were inspired or enriched by various Linux com-
munity projects.

The primary source of the LVS cluster is Wensong Zhang’s Linux Virtual Server
(LVS) kernel routing algorithm (see http://www.linuxvirtualserver.org). The capabil-
ities of the LVS project that the Red Hat LVS cluster currently supports are:
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• Building virtual servers: floating IP addresses where requests for service arrive
from the public internet.

• Routing service requests from virtual servers to a pool of real servers.

• Load-balancing (see Table 8–1,Load-balancing Methods).

• Packet-forwarding (see Section 8.1.1,Routing Methods).

• Persistent connections.

The LVS innovations supported by the Red Hat LVS cluster are based on a number
of technologies. For a good general discussion and index of the relevant HOWTOs
on these and related topics, see http://www.linas.org/linux/load.html.

8.4 Hardware/Network Requirements
An LVS cluster consists of one or two LVS routers and a collection of real servers
providing Web, FTP, or other services. The connection and hardware requirements
are described below.

A Linux server that will be the primary LVS router is required. If NAT routing is used,
this machine needs two network adapters, one connecting it to the public network and
the other to a private network (where the real servers are located). The private network
is masqueraded from requesting clients. The servers on the private network may be
any kind of computing platform running any operating system or Web server.

With IP encapsulation, the primary LVS router and real servers may be on the same
LAN, or the real servers may be geographically dispersed (on a WAN). Real servers
process requests directed to them and return responses directly to requesting clients.

With direct routing, the primary LVS router and real servers are on the same LAN
segment. As with IP encapsulation, real servers return processed requests directly to
requesting clients.

If you want failover capability, a second Linux server that will be the backup LVS
router is required. This machine, a hot standby, needs to be configured exactly like
the primary LVS router. For example, with NAT routing, the backup LVS router also
needs two network adapters connecting it to the public network and to the private
network of real servers. The adapter devices must match on the two LVS routers.
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Thus, if deviceseth0 andeth1 on the primary LVS router connect it to public and
private network, respectively, then these same devices on the backup LVS router must
connect it to the public and private network.

During configuration, you assign aweight to each real server. This is an integer re-
flecting each server’s processing capacity (based on memory, processor speed, num-
ber of processors, etc.) relative to that of the others. It is the ratio between each
server’s weights that are significant. For example, if the weights of two servers are
2/1, 20/10, or 200/100, the result is the same — the first server has twice the capacity
of the second. However, note that finer adjustments are possible if larger weights are
used. The assigned weight, which may be dynamically adjusted based on load infor-
mation, is used by two of the available job scheduling algorithms (described in Table
8–1,Load-balancing Methods). You should be prepared to assign accurate weights.

8.5 Routing Prerequisites
The LVS routers require Red Hat High Availability Server 1.0 or greater, and the type
of routing you choose must be supported by your kernel/module configuration.

8.5.1 Enabling NAT
With NAT routing, packet forwarding, packet defragmenting, and IP masquerading
must be enabled on the LVS routers.

Enable packet forwarding. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linenet.ipv4.ip_forward = 1 . To
enable packet forwarding without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_forward

Enable packet defragmenting. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linenet.ipv4.ip_always_defrag =
1. To enable packet defragmenting without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_always_defrag

To enable IP masquerading, issue this command:
ipchains -A forward -j MASQ -s n.n.n.n / type -d 0.0.0.0/0
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where:

• n.n.n.n is the address of the private subnet to which the real servers are con-
nected.

• type is 8, 16 , 24 , or 32 , indicating the address type and mask:

netmask | type | Subnet
~~~~~~~~~~~~~~~~|~~~~~~|~~~~~~~~~~~~~~~
255.0.0.0 | 8 | Class A
255.255.0.0 | 16 | Class B
255.255.255.0 | 24 | Class C
255.255.255.255 | 32 | Point-to-point

You will probably want to put theipchains command in an init script (e.g.,
/etc/rc.d/rc.local ), so that masquerading is configured on the LVS routers
at system startup.

ipchains is the tool used to create and manage firewalling rules set in
the kernel’s TCP stack. Masquerading is a small subset of these rules that
allow machines making use of private IP networks to communicate with the
outside world. Usingipchains can have an impact on system security. If
you have security concerns, read theipchains HOWTO (http://www.linux-
doc.org/HOWTO/IPCHAINS-HOWTO.html).

8.5.2 Enabling IP Encapsulation

On each real server, establish a tunnel between it and each virtual server address. For
example, these commands establish two tunnels (tunl0 andtunl1 ) to two virtual
server addresses (1.2.3.1 and 1.2.3.2):

ifconfig tunl0 1.2.3.1 up
ifconfig tunl1 1.2.3.2 up
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To prevent real servers, rather than the active router, from intercepting ARP broad-
casts, you also need to hide tunnels from ARP broadcasts. For example, these com-
mands hide tunnels tunl0 and tunl1:

echo 1 > /proc/sys/net/ipv4/conf/all/hidden
echo 1 > /proc/sys/net/ipv4/conf/tunl0/hidden
echo 1 > /proc/sys/net/ipv4/conf/tunl1/hidden

8.5.3 Enabling Direct Routing
On each real server, enable a route to each virtual server address. For example, the
following command aliases virtual server 1.2.3.1 to adaptereth0 :

ifconfig eth0:0 1.2.3.1 up

You also need to hide virtual server routes from ARP broadcasts. For example, these
commands hide any virtual server addresses on device eth0:

echo 1 > /proc/sys/net/ipv4/conf/all/hidden
echo 1 > /proc/sys/net/ipv4/conf/eth0/hidden

8.6 Persistence
In certain situations, it may be desirable (for a time) for a client to reconnect repeat-
edly to the same real server, rather than have an LVS load balancing algorithm send
that request to the best available server at that momement. Examples of such situa-
tions include multi-screen web forms, cookies, SSL, etc. In these cases, a client may
not work properly unless the transactions are being handled by the same server in
order to retain context. LVS provides a feature to handle this calledpersistence.

When enabled, persistence acts like a timer. When a client connects to a service, LVS
remembers that last connection for a specified period of time. If that same client IP
address connects again within that period, it will be sent to the same server that it used
previously — bypassing the load balancing mechanisms. When a connecton occurs
outside the time window, it is handled according to the scheduling rules in place.

Persistence also allows you to specify a subnet mask to apply to the client IP address
test as a tool for controlling what addresses qualify.
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8.7 Cluster Node Interconnection Prerequisites
During configuration, you select the tool family (eitherrsh or ssh ) that will be
used to synchronize the/etc/lvs.cf configuration files on the LVS routers. This
tool will also be used for parts of the data gathering used in determining proper load
balancing. The selected tool must be enabled on the LVS routers, such that the root
account on each router can log in to the other router without administrator interven-
tion.

Also during configuration, you select the tool (uptime , ruptime , or rup ) that the
active router will use to monitor the workload on the real servers. Enable the selected
tool on the real servers. If this cannot be done (for example, one of your real servers
is a Windows/NT Web server), the cluster will still provide highly available services.
However, the weighted round robin and weighted least-connections algorithms (de-
scribed in Table 8–1,Load-balancing Methodswill be affected. Namely, since load
information will not be available, the user-assigned weights will be applied statically,
rather than being dynamically adjusted based on server workload.

Table 8–2,Enabling Synchronization and Monitoring Toolsdescribes in general terms
the steps required to enable these tools on the source and destination hosts. For
more detailed information, see the appropriate man page(s). Note that, withrsh
andssh , the root account must be able to log in over the network. To enable re-
mote root login to a Red Hat Linux system, remove the following line from the file
/etc/pam.d/login :

auth required /lib/security/pam_security.so

This is a security hole, albeit small. Make sure you have the LVS nodes properly
firewalled so that logins are allowed only from trusted sources.
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Table 8–2 Enabling Synchronization and Monitoring Tools

Tool Do This

rsh Create a.rhosts file with permission
600 in the root account’s home directory
(/root ) on the destination host. There
should be a line in the file naming
the source host and user (for example,
foo.host1.com root ).

ssh Obtain/install the tool (which for
legal reasons cannot be released with
international Linux distributions). On
the source and destination hosts, disable
remote login via all other methods,
set up RSA-based authentication
using.ssh/authorized_keys ,
and startsshd .

uptime On each real server, enable eitherrsh
or ssh , as described above.

ruptime Set up each LVS router and real server
to startrwhod whenever it boots.

rup Set up each real server to start
rpc.rstatd whenever it boots.

Please Note

Therup andruptime programs require that therstatd
and rwhod daemons run on the system. Use one of the
several available tools (such aschkconfig to enable these
daemons.
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8.8 Installing the Software
The software providing LVS functionality is released in the following RPM packages:

• piranha (programs)

• ipvsadm (virtual server administration tool)

• piranha-gui (HTML configuration tool)

• piranha-docs (documentation)

These packages are automatically installed during the Red Hat High Availability
Server installation, which is described in Part I,Installing Red Hat High Availability
Server.

To obtain possible updates of these (or other) packages for your hardware platform,
visit http://www.redhat.com/apps/support/updates.html on the Red Hat website.

8.9 Configuring an LVS Cluster
You set up and maintain an LVS cluster from the LVS routers, by editing the config-
uration file and starting or restarting thepulse daemon. Specifically, the steps are:

1. On the primary router, edit the configuration file/etc/lvs.cf . This is best
done using the Piranha Web Interface, which is described in Chapter 9,The Pi-
ranha Web Interface — Features and Configuration.

2. Copy the edited configuration file to the backup router.

3. Start (or restart) thepulse daemon; first on the active router, then on the backup
router.

You can perform these steps from the shell, by editing the configuration file with the
editor of your choice. The shell commands for starting, restarting, and stopping the
pulse daemon are:

• /etc/rc.d/init.d/pulse start

• /etc/rc.d/init.d/pulse restart

• /etc/rc.d/init.d/pulse stop
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Thepulse daemon starts or restarts the other LVS cluster daemons as needed, which
obtain their configuration information, directly or indirectly, from the current config-
uration file.

If you stoppulse (in order to shut down the cluster), stop it on the backup router
first. This will prevent the backup router from initiating a failover when the active
router goes down.

Alternatively, you can use the Piranha Web Interface to configure, monitor, and ad-
minister your LVS cluster. The entry fields on its windows set or change lines in
/etc/lvs.cf .

The next section describes the LVS cluster configuration file. Read this section if you
want to edit this file manually. If you chose to use the Piranha Web Interface, please
read Chapter 9,The Piranha Web Interface — Features and Configurationinstead.

8.9.1 Editing the Configuration File
The /etc/lvs.cf file has three sections. The global section, described in Table
8–3, Setting Global Parameters, sets up the LVS routers and specifies networking
and heartbeat parameters. There is one set of parameters for the cluster. The per-vir-
tual-server section, described in Table 8–4,Setting Per-Virtual-Server Parameters,
defines virtual server addresses, sets up the associations between virtual servers and
real servers, and specifies job-scheduling parameters. There is a separate set of pa-
rameters for each defined virtual server. The per-real-server section, described in
Table 8–5,Setting Per-Real-Server Parameters, defines the real servers that will be
load-balanced by each virtual server. There is one set of these parameters for each
virtual server.

Let’s start with the parameters that are global.
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Table 8–3 Setting Global Parameters

Parameter Description

primary = n.n.n.n Enter the IP address of the adapter
connecting the primary LVS router
to the public network.

backup = n.n.n.n Enter the IP address of the adapter
connecting the backup backup LVS
router to the public network.

heartbeat_port = n Enter the port number used for
the heartbeat on the primary and
backup LVS routers.

keepalive = n Enter the number of seconds
between heartbeats.

deadtime = n Enter the number of seconds to wait
before declaring a non-responding
router dead and initiating failover.

rsh_command = [ rsh | ssh ] Enter the command family to use
for synchronizing the configuration
files on the primary and backup
routers. Important: as described in
Table 8–2,Enabling Synchronization
and Monitoring Tools, you must
enable the selected command on the
primary and backup routers.

network =
[ nat | direct | tunnel ]

Enter the routing method to use when
the LVS router contacts the real servers.
Note that you will need to make the
appropriate configuration changes to
support the routing method you choose.
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Parameter Description

nat_router = n.n.n.n
eth n:n

Enter the floating IP address and device
of the NAT router. This IP address
must be the default route used by each
real server to communicate with the
active LVS router. The IP address is
aliased to the device (for example,
eth1:1 ) connecting the LVS routers
to the private network of real servers.
The device must be the same (i.e.,
eth1 ) on both LVS routers.

service = [ lvs | fos ] Enter the type of cluster service you
wish to use. To take advantage of
the features described in this chapter,
you must chooselvs .

The next set of parameters are repeated for each virtual server.

Table 8–4 Setting Per-Virtual-Server Parameters

Parameter Description

virtual xxx { Enter a unique identifier for the virtual
server. Note the brace ({ ) that starts
this per-virtual-server block.

address = n.n.n.n Enter the virtual server’s IP address:
a floating IP address that has been
associated with a fully-qualified
domain name.

active = [ 0| 1] Enable (1) or disable (0) this server.
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Parameter Description

load_monitor = [ up-
time | ruptime | rup ]

Select the tool (defaultuptime ) that
will be used by the active router to
monitor the workload of real servers.
Important: as described in Table
8–2,Enabling Synchronization and
Monitoring Tools, unless you enable
the selected command on the real
servers, the scheduling algorithms that
use dynamic load information will
apply the assigned weight statically
rather than adjust the weight from load
information. If you select the default
(uptime ), the tool you specified in
thersh_command parameter is used
to log in to the real servers. This tool
must be enabled on the real servers.

timeout = n Enter the number of seconds (default
10) that must lapse before a real server
determined to be dead is removed
from the routing table.

reentry = n Enter the number of seconds (default
180 ) that a restored real server must
remain alive before being re-added
to the routing table.

port = nnn Enter the listening port for this virtual
server: Typically, port 80 is used for
http, and port 21 for ftp. However,
any valid port can be used.



170 Chapter 8:Linux Virtual Server (LVS)

Parameter Description

persistent = nnn If specified, this enables persistence
and defines the timeout (in seconds)
of persistent connections. Persistence
causes multiple requests from a client
to be redirected to the same server each
time (the server selected for the first
request). The timeout value of persistent
sessions is specified in seconds. The
default is 300 seconds. Use this option
to solve problems with cookies, SSL, or
FTP with tunneling or direct routing.

pmask = nnn . nnn . nnn . nnn If persistence is enabled, this parameter
allows a granularity at which the clients
are grouped. The source address of the
request is masked with this netmask
to, for example, direct all clients from
a /24 network to the same real server.
The default is 255.255.255.255, which
means that the persistence granularity
is per client host. Use this option to
solve problems with non-persistent
cache clusters on the client side.

scheduler =
[ wlc | lc | wrr | rr ]

Select the scheduling algorithm (default
wlc ) for distributing jobs from this
virtual server to the real servers. The
choices are described in Table 8–1,
Load-balancing Methods.

} Ends the per-virtual-server-block.

The following parameters are repeated on a per-real-server basis.
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Table 8–5 Setting Per-Real-Server Parameters

Parameter Description

server xxx { Enter a unique name for the real
server. Note the brace ({ ) that starts
this per-real-server block.

address = n.n.n.n Enter the IP address of the real server
on the private network.

active = [ 0| 1] Enable (1) or disable (0) the real server.

weight = n Enter an integer (default is1)
specifying this server’s processing
capacity relative to that of other
real servers. For example, a server
assigned a weight of 2000 has twice
the capacity of a server assigned 1000.
The weighted scheduling algorithms
adjust this number dynamically
based on workload.

} Ends the per-real-server-block.

8.10 Example — Setting Up a Five-node Cluster
This section describes step by step how to create a cluster of two LVS routers and
three Web/FTP servers. First, collect the necessary information and set up the five
systems as explained in the next section. Then, implement the example either by
editing thelvs.cf using a text editor or by using the Piranha Web Interface.

Figure 8–7,Layout of the Example Networkshows the network that will exist after
you’ve set up the LVS routers and real servers. All network addresses shown are for
purposes of illustration only; you’ll need to use addresses allocated to you from your
network administrator.
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Figure 8–7 Layout of the Example Network

8.10.1 Preliminary Setup
1. If you’ve not done so already, obtain a virtual server IP address. In our example

this will be 1.2.3.1. Requests for service at the LVS cluster will be addressed to
a fully-qualified domain name associated with this address.

2. Locate five servers and designate their roles:

• One primary LVS router

• One backup LVS router
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• Three real servers

(Note that you’ll also need a client system with a web browser, for testing pur-
poses.)

The LVS routers must be Linux boxes running Red Hat High Availability Server
1.0 or later. The real servers may be any platform running any operating system
and Web server.

Steps 3 through 14 set up the LVS routers.

3. On each LVS router, install two ethernet adapter cards,eth0 andeth1 .

4. Install the product by following the on-screen displays, and by following the
instructions in the installation section of this document.

5. Log into both nodes as root and perform the following basic operations:

• Execute the/usr/sbin/piranha-passwd script to set an access pass-
word for the Piranha Web Interface.

• Edit the/etc/hosts files and add entries for each of the cluster nodes.

• Edit /etc/hosts.allow , and enable access for the appropriate service(s)
for all cluster nodes. Use the commented examples in the file as a guideline.

• Edit the~root/.rhosts files and add entries for each of the cluster nodes
so that the root account can be used withrsh andrcp .

• If desired, you may also want to set upssh andscp in addition to (or instead
of) usingrsh andrcp . Follow the appropriate instructions for that software.

6. Make sure that each system can ping the other by IP address and name. At
this point, copying files between the systems usingrcp (or scp if set up) when
logged in as root should also work. As an example, the following command
should work (assuming you will be usingrcp ):

rcp myfile node2:/tmp/myfile
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7. Configure Apache on both nodes by editing
/etc/httpd/conf/httpd.conf , and setting the
ServerName parameter appropriately. Start Apache by using the
/etc/rc.d/init.d/httpd script, and passing thestart or restart
parameter as appropriate.

Although the following should have been done for you after you’ve installed Red
Hat High Availability Server, the following configuration sections must be set in
order for the Piranha Web Interface to work properly. First, the following entry
should be present in the/etc/httpd/conf/httpd.conf file:

<Directory /home/httpd/html/piranha>
Options All
AllowOverride All

</Directory>

You should also find the following entries in the same file:

LoadModule php3_module modules/libphp3.so
AddModule mod_php3.c
…
<IfModule mod_php3.c>

AddType application/x-httpd-php3 .php3
AddType application/x-httpd-php3-source .phps

</IfModule>

8. Log into the client system and start up the web browser. Access the URL
http:// xxxxx /piranha/ wherexxxxxx is the hostname or IP address of
the PRIMARY node in the cluster. You should see the configuration page for the
Piranha software.

Configure the software as needed for your setup, following the information de-
tailed in other sections of this document. Your changes should be present in the
file /etc/lvs.cf on that cluster node.

9. Make sure the configuration files on all nodes are identical by copying the new
file on the primary node to the other node by using thercp or scp command
(for example):

rcp /etc/lvs.cf node :/etc/lvs.cf
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If this does not work, you will have to investigate the configuration changes for
the rsh or ssh software you made earlier.

Changes to the configuration file will require that the file be re-copied to all the
nodes, and that Piranha be stopped and restarted. (Note: A future release of
Piranha may automate this process.)

10. Create a public IP interface oneth0 and a private IP interface oneth1 . The
public interface device (eth0 ) is the heartbeat device. The virtual server address
is aliased to this device.

Interface Primary node Backup node

eth0 1.2.3.2 1.2.3.3

eth1 192.168.1.1 192.168.1.2

11. Designate an IP address (192.168.1.254) for the router device (eth1 ) connecting
the active LVS router to the private network. This floating IP address will be
aliased to the router device aseth1:1 , and will be the gateway to the private
network and the default route used by each real server to communicate with the
active router.

12. On each LVS router:

a. Enable packet forwarding. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linenet.ipv4.ip_forward = 1 .
To enable packet forwarding without rebooting, as root issue this command:

echo 1 > /proc/sys/net/ipv4/ip_forward

b. Enable packet defragmenting. To do this at system boot, make sure the file
/etc/sysctl.conf contains the linenet.ipv4.ip_always_de-
frag = 1 . To enable packet defragmenting without rebooting, as root
issue this command:

echo 1 > /proc/sys/net/ipv4/ip_always_defrag
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c. Masquerade the private network. Issue this command and put it in
/etc/rc.d/rc.local :

ipchains -A forward -j MASQ -s 192.168.1.0/24 -d 0.0.0.0

13. Decide whether to usersh or ssh for synchronizing LVS cluster files. Verify
that your choice is installed such that the LVS routers can log in to one another as
root without administrator intervention (see Table 8–2,Enabling Synchronization
and Monitoring Tools). In this example, we will choosersh .

14. On each LVS router, make sure that Web service is configured and running, so
the Piranha Web Interface can be used.

Please Note

Note: It is recommended that the http service on the
routers be configured to use a different port than that
used by http on the real servers. This will help prevent
accidental conflicts or use of the wrong http service by
client browsers.

Steps 15 through 18 set up the real servers.

15. On each real server, install an ethernet network card,eth0 , and create an IP ad-
dress on the same private subnet as in Step 3. Next, assign a weight to each server
indicating its processing capacity relative to that of the others. In this example,
rs1 has twice the capacity (two processors) ofrs2 andrs3 .
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rs1 rs2 rs3

eth0 192.168.1.3 192.168.1.4 192.168.1.5

weight 2000 1000 1000

16. On each real server, verify that the address named in Step 11 (192.168.1.254) is
the real server’s default route for communicating with the active LVS router.

17. Decide which program (uptime , ruptime , rup ) will be used by the active
router to monitor the workload on the real servers. If you chooseuptime , each
LVS router must be able to connect with each real server without administrator
intervention, using the program you selected in Step 13. See Table 8–2,Enabling
Synchronization and Monitoring Toolsfor general instructions. If the selected
program cannot be enabled (for example, one of the real servers is an NT box), the
scheduling algorithms that use dynamic load information will still work but the
user-assigned weights will be statically applied rather than dynamically adjusted
based on load.

18. Verify that each real server runs an installed and configured httpd server. Note
that the real servers must listen on the same port (80 in the example) as the cor-
responding virtual server.

19. Verify (for example, usingtelnet or ping ) that each real server can reach
hosts on the public LAN. If a real server on the private network cannot reach a
host on your LAN, this probably indicates a communication failure between the
server and the active router. See Steps 15 and 16.

20. Determine the runtime parameters. For some of these, you may need to experi-
ment over time to obtain optimal values. In this example, we will use the values
listed.

Parameter Value Parameter Description

heart-
beat_port

539 Number of the heartbeat listening port on
the primary and backup routers.

keepalive 6 Number of seconds between heartbeats.
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Parameter Value Parameter Description

deadtime 18 Number of seconds to wait for a
non-responding router to respond
before initiating failover. Should be a
multiple of keepalive .

timeout 10 Number of seconds to wait for a
non-responding real server to respond
before removing it from the routing table.

reentry 180 When a real server that has been removed
from the routing table starts responding
again, wait this number of seconds before
re-adding the server to the routing table.

scheduler wlc Use the Weighted least-connections
load-balancing algorithm (assign more
jobs to servers that are least busy relative
to their load-adjusted weight). See Table
8–1, Load-balancing Methodsfor a
description of the choices.

port 80 Virtual server port number. The listening
port selected for the virtual server is used
on the real servers as well.

21. Now we are ready to implement the example. You can do this by creating the
configuration file with a text editor, or you can use the Piranha Web Interface con-
figuration tool as explained in Chapter 9,The Piranha Web Interface — Features
and Configuration. Using the Piranha Web Interface is highly recommended.

Here is the resulting file. The number to the right of most lines represents the step
in Section 8.10.1,Preliminary Setupdiscussing this setting.

primary = 1.2.3.2 3
service = lvs
rsh_command = rsh 13
backup_active = 1
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backup = 1.2.3.3 3
heartbeat = 1
heartbeat_port = 539 20
keepalive = 6 20
deadtime = 18 20
network = nat
nat_router = 192.168.1.254 eth1:1 11
virtual vs1 { 15

active = 1
address = 1.2.3.1 eth0:1 1
port = 80 20
send = "GET / HTTP/1.0\r\n\r\n"
expect = "HTTP"
load_monitor = ruptime 17
scheduler = wlc 20
timeout = 6 20
reentry = 15 20
server rs1 { 15

address = 192.168.1.3 15
active = 1
weight = 2000 15

}
server rs2 { 15

address = 192.168.1.4 15
active = 1
weight = 1000 15

}
server rs3 { 15

address = 192.168.1.5 15
active = 1
weight = 1000 15

}
}

22. Copy the edited configuration file to the backup router:

rcp /etc/lvs.cf bkuprtr:/etc/lvs.cf

23. On the primary router, start thepulse daemon with this command:

/etc/rc.d/init.d/pulse start

24. Startpulse on the backup router, using the same command.
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25. Use theps ax command (or run the Piranha Web Interface) to monitor the
running system.

8.11 Testing LVS
Once an LVS cluster is running, any attempt to connect to a service’s VIP address
(via browser or telnet for example), should result in that connection being answered
by one of the real servers. Which real server will depend on the scheduling tool being
applied.

The following commands are useful for testing or debugging an LVS setup:

• ping — A real server should be able to ping any system on the public network,
while only the active LVS router should be able to ping a real server.

• telnet <ipaddress> <port> — Using telnet to connect to a virtual
server VIP address should result in a real server responding to that attempt.

• ipchains -l — Lists the currently defined rules for forwarding ip messages.

• ps ax — When done on the active LVS Router, thepulse , lvs , andnanny
daemons should all appear in the list. When done on the backup router, only
pulse will be shown.

• ipvsadm -l — when done on the active LVS router, will list all the active
services running on real servers, along with their scheduling method and weight.

• lynx — lynx is a text-based web browser and can be useful for testing the load
balancing of the real server services. For example:

1. Create or modify a web page on each real server that identifies which real
server the page resides on. The best type of page is one that just displays a
message like "This is real server #1", with no other content. The page should
also include a very large comment section (a few KB worth of comments) that
will add bulk to the page loading without affecting the display.

2. On the active LVS router, execute the following command:

while true; do lynx -dump nnn.nnn.nnn.nnn ; done
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wherennn.nnn.nnn.nnn is the VIP address for the real server’s web ser-
vice.

3. If load balancing is functioning, you should see the display alternate between
"This is real server #1", "This is real server #2", and so on.

While lynx is running, use theipvsadm -l command to examine the cur-
rent status of the services and their scheduling weight.
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9 The Piranha Web Interface — Features
and Configuration
The Piranha Web Interface provides a structured approach to creating the necessary
configuration file for a Piranha cluster. This chapter describes the basic operation of
the Piranha Web Interface.

9.1 Recommendations
Red Hat recommends that the Piranha Web Interface be used for any configuration
file changes. The configuration file must follow strict formatting rules; otherwise,
the software may experience failures. Using the Piranha Web Interface is the best
method of preventing these kinds of problems.

Once a configuration file has been created or updated, the administrator must be sure
to copy this file (usually viarcp or scp ) to all nodes in the cluster. All nodes must
use identical configuration files. Mismatched files are one of the most common cause
of cluster problems.

9.2 Piranha Web Interface Requirements
As the name implies, the Piranha Web Interface requires a Web server capable of
supporting CGI. Apache 1.3.x is a good choice. In addition, PHP version 3 (or later)
is required. If your system uses RPM, you can simply install the appropriate Apache
and PHP RPMs.

Otherwise, please consult the Apache and PHP homepages (http://www.apache.org/,
and http://www.php.net/ respectively) for downloading and installation instructions.
Once Apache and PHP are installed, you should install thepiranha , ipvsadm ,
andpiranha-gui RPMs1.

The Piranha RPMs will create a new user on your system (user piranha) which is a
system account with no login properties (ie, you cannot log into a machine with this

1 Non-RPM systems should download the latest RPM tar file from http://www.rpm.org/, and use therpm2cpio
utility to extract the contents from the Piranha RPMs.
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user ID). In future releases, the piranha user ID will be used to implement additional
functionality.

9.2.1 Security Implications
One major security-related implication to the use of a Web-based interface is that the
design promotes potentially untrusted data (which could originate from anywhere on
the Internet) as input to a root-owned process. The password protection scheme is
the front line of defense; though not a 100% perfect solution, it should fend off most
unwanted visitors.

If you are still concerned about who has access to the Piranha Web Interface, you
can further restrict access by using Apache’s acl facility. This will allow only trusted
hosts or networks access to the Piranha Web Interface2.

2 Note that this approach will only work if the systems you are clustering will not require Web services with
different access restrictions from those required by the Piranha Web Interface.
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9.3 A Tour of the Piranha Web Interface

Please Note

Before using the Piranha Web Interface for the first time,
you must restrict access to it by creating a password. This
is done by using/usr/sbin/piranha-passwd . First,
login as root, and issue the following command:

/usr/sbin/piranha-passwd <password>

Note that the passwordmustbe passed as an argument to
piranha-passwd . If you have previously installed Pi-
ranha, the previous password is preserved, and this step will
not be necessary.

If you change the password for user piranha while you have
an active Piranha Web Interface session in progress, you
will be prompted to provide the password for again. This is
due to your browser providing the old password to the Web
server. Simply type in the new password when prompted.

To use the Piranha Web Interface you will minimally need a text-only Web browser.
Point your browser to this URL:

http://localhost/piranha/

When your browser connects to the Piranha Web Interface, you will notice that you
must login to access the cluster configuration services. Enter "piranha" in theUser ID
field, and the password you set withpiranha-passwd in thePassword field.

9.3.1 Hints on Using the Piranha Web Interface
While the user interface provided by the Piranha Web Interface is similar to that found
on many websites, there are two hints that you should keep in mind as you use the
interface to configure your cluster:
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• Selecting a specific service using the radio buttons

• Saving modified information using theACCEPT button

Let’s look at each hint in more detail.

Selecting a Specific Service Using the Radio Buttons

Some of the screens (which are known aspanels) have the ability to list more than one
service.3On these panels, each service will be represented by a one-line summary,
and preceded by a radio button. In order to perform an action (such as editing or
deleting) on a specific service, you mustfirst press that service’s radio button, and
thenperform the desired action.

On those panels where this section method is used, there will be a note reminding
you of this behavior.

Saving Modified Information Using the ACCEPT Button

On most panels, there is a button labeledACCEPT. This button used to confirm any
changes you have made to the data displayed on that panel. Note that if you change
any displayed information, and then move to another panel without first pressing
ACCEPT, your changes will be lost.

CAUTION

Always press theACCEPT button after changing any infor-
mation!

Keeping these hints in mind, let’s begin our tour of the Piranha Web Interface.

9.3.2 The CONTROL/MONITORING Panel
The first screen you will be presented with is theCONTROL / MONITORING panel. From
this panel, it is possible to obtain information about the state of the cluster. It also
has the ability to automatically update the table listings. This is useful when you’re

3 Specifically, these are theFAILOVER andVIRTUAL SERVERS panels.
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behind the back of a machine tearing out cables trying to test your cluster and do
not have easy access to the mouse and keyboard. To enable the auto-update feature,
simply press theAuto update button, enter the desired update frequency in the provided
text box, and press[Enter]:

Figure 9–1 The CONTROL/MONITORING Panel

You can also manually update the contents of theCONTROL/MONITORING panel by
pressing theUpdate information now button.

9.3.3 The GLOBAL SETTINGS Panel
If you now click on theGLOBAL SETTINGS tab, you will be presented with the follow-
ing page:
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Figure 9–2 Global Settings Panel

From this panel you can start defining the type of cluster you wish to build. Start by
entering the IP address of your primary server in thePrimary LVS server IP text field.
TheLVS type section defines the type of cluster service, and gives two choices:

• lvs (Linux Virtual Services)

• fos (Fail Over Services)

Please see Chapter 8,Linux Virtual Server (LVS)and Chapter 7,Failover Services
(FOS)for more details on the differences between LVS and FOS.

If you’ve selected LVS, you will be prompted to select from the three types of packet
forwarding offered:

• NAT (Network Address Translation)

• Direct Routing

• Tunneling
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If you choose NAT, you will be presented with two more fields to complete:

• The NAT router IP address

• The router device (eth0:2, for example)

Below the packet forwarding selection, you can select the method of file replication
used to synchronize the cluster configuration files between the clustered systems. The
default is to synchronize usingrsh, althoughssh may be used if you have it installed.

9.3.4 The REDUNDANCY Panel
Next, click on theREDUNDANCY link; you will be presented with a screen displaying
information on the redundant LVS server. Initially, this page will be blank because
no redundant LVS server has been defined:

Figure 9–3 Redundancy Panel (initial)

To define a redundancy server, click on theENABLE button and the screen will change
to the following:
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Figure 9–4 Redundany Panel (expanded)

Edit the data on this panel as appropriate to your setup. At a minimum, you’ll need
to enter the IP address of your redundant server in theRedundant LVS server IP text
box. The remaining text boxes contain default values that are appropriate for most
configurations.

9.3.5 The Fourth Panel
The title of the fourth tab header depends on your choice of LVS service in theLVS
type section on theGLOBAL SETTINGS panel. If you selectedFOS, the fourth tab will
be entitledFAILOVER. If, on the other hand, you selectedLVS, the fourth tab will be
entitledVIRTUAL SERVERS.

The FAILOVER Panel

Let’s start with theFAILOVER panel. (If you selected LVS, please skip ahead toThe
VIRTUAL SERVERS Panel in Section 9.3.5.) Click on theFAILOVER tab. You will be
presented with the following panel:
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Figure 9–5 Failover Panel (Initial)

Here you’ll be presented with the following buttons:

• ADD (Adds a blank service template)

• DELETE (Removes the selected service)

• EDIT (Makes changes to the selected service)

• (DE)ACTIVATE (Toggles the selected service’s status)

Click on theADD button to start defining a new server. TheFAILOVER panel will now
include a new server entry:
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Figure 9–6 The FAILOVER Panel (Server Added)

Please Note

If you add more than one server, use the radio button in front
of each line to indicate which server you wish to delete, edit,
or (de)activate.

By clicking EDIT, you will be presented with the following panel:
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Figure 9–7 Failover Panel (Editing)

The fields will be filled in with defaults; theName andAddress fields must be modified.
Modify the remaining fields as appropriate.

By pressing theEDIT button (after first saving any data with theACCEPT button) you
will be shown the following panel:
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Figure 9–8 Failover Panel (script editing)

Note that the fields have a default example inserted. which you can use as-is, modify,
or replace entirely.

The VIRTUAL SERVERS Panel

If, in your initial setup, you chose to use LVS services from theGLOBAL SETTINGS
panel, the fourth tab will readVIRTUAL SERVERS instead ofFAILOVER. The panel will
look similar to the FOS page, except that you will notice an extra field labeledPRO-
TOCOL:
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Figure 9–9 Virtual Servers Panel (Initial)

ThePROTOCOL field makes it possible to define the server as using either the TCP or
UDP protocols. ACONFIRM button has also been added to permit confirmation of any
changes to thePROTOCOL field.

A new server can now be added using theADD button:
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Figure 9–10 Virtual Servers Panel (Server Added)

Please Note

If you add more than one server, use the radio button in front
of each line to indicate which server you wish to delete, edit,
(de)activate, or confirm.

Once a new server has been added and selected with the radio button, theEDIT button
will bring you to a panel similar to the one used in FOS:
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Figure 9–11 Virtual Servers Panel (Server Editing)
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The fields will be filled in with defaults; theName andAddress fields must be modified.
Modify the remaining fields as appropriate.
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A Additional Resources
The following are additional sources of information and assistance for Linux High
Availability, LVS, and Red Hat Piranha.

A.1 Documentation
If the piranha-docs RPM package has been installed on your system, there are
additional help and information files located in:

/usr /doc/piranha-docs-*/*

This directory includes text, html, and Postscript documents providing information
on LVS configuration, architectures, and more.

Further information can also be found in the man pages forpulse , nanny , lvs ,
fos , ipvsadm , andlvs.cf .

A.2 Websites
http://www.redhat.com/ — The Red Hat home page. Contains links to product infor-
mation, announcements, downloads, training, on-line purchasing, etc.

http://www.redhat.com/apps/community/ — The Red Hat community page. Contains
online documentation, whitepapers, and links to the Piranha dedicated Web pages.

http://bugzilla.redhat.com/bugzilla — The Red Hat Bugzilla page. For searching or
logging bug reports on Red Hat Linux products.

http://www.linuxvirtualserver.org/ — The community LVS project page. The central
source for LVS information, documentation, and patches. This site also has a links
page, with links to many high availability and clustering-related pages for Linux.

http://www.linuxdoc.org/ — The Linux Documentation Project site.

A.3 Mailing Lists
In most cases, the authors of the software components involved with high aailability
Linux are active participants in the followingmailing lists:
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• Linux Virtual Server (LVS) mailing list — To subscribe to the list, send a message
to: lvs-users-subscribe@LinuxVirtualServer.org

• Linux High Availability Developers mailing list — To subscribe to the list, go to
http://lists.tummy.com/mailman/listinfo/linux-ha-dev. The project’s homepage is
http://linux-ha.org/.
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B A Sample /etc/lvs.cf File
The following file is a heavily-commented sample of anlvs.cf file. A copy of this
file is present in thepiranha andpiranha-docs RPMs; you can find them in
/usr/doc/ <pkgname>*/sample.cf , where<pkgname> is eitherpiranha
or piranha-docs .

# This file is generated by the piranha GUI. Do not hand edit. All
# modifications created by any means other than the use of piranha
# will not be supported.
#
# This file has 3 sections. Section 1 is always required, then EITHER
# section 2 or section 3 is to be used.
# 1. LVS node/router definitions needed by the LVS system.
# 2. Virtual server definitions, including lists of real
# servers.

# 3. Failover service definitions (for any services running on
# the LVS primary or backup node instead of on virtual
# servers). NOTICE: Failover services are an upcoming feature
# of piranha and are not provided in this release.

# SECTION 1 - GLOBAL SETTINGS
#
# The LVS is a single point of failure (which is bad). To protect
# against this machine breaking things, we should have a
# redundant/backup LVS node.
# service: Either "lvs" for Virtual Servers or "fos" for
# Failover Services (defaults to "lvs" if
# missing)
# primary: The IP of the main LVS node/router
# backup: The IP of the backup LVS node/router
# backup_active: Set this to 1 if using a backup LVS
# node/router
# heartbeat: Use heartbeat between LVS nodes
# keepalive: Time between heartbeats between LVS machines.
# deadtime: Time w/ out response before node failure is
# assumed.

service = lvs
primary = 207.175.44.150
backup = 207.175.44.196
backup_active = 1
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heartbeat = 1
heartbeat_port = 1050
keepalive = 6
deadtime = 18

# All nodes must have either appropriate .rhost files set up for all
# nodes in the cluster, us use some equivalent mechanism. Default it
# rsh, but you may set an alternate command (which must be equivalent
# to rsh) here (ssh is the most common).

rsh_command = rsh

# lvs server configuration environments: NAT, Direct Routing, and
# Tunneling. NAT (Network Address Translation) is the simplist to set
# up and works well in most situations.
#
# network = direct
# network = tunnel

network = nat
nat_router = 192.168.10.100 eth1:1

# SECTION 2 - VIRTUAL SERVERS
#
# Information we need to keep track of for each virtual server is:
# scheduler: pcc, rr, wlc, wrr (default is wlc)
# persistent: time (in seconds) to allow a persistent service
# connection to remain active. If missing or set to 0,
# persistence is turned off.
# pmask: If persistence is enabled, this is the netmask to
# apply. Default is 255.255.255.255
# address: IP address of the virtual server (required)
# active: Simple switch if node is on or off
# port: port number to be handled by this virtual server
# (default is 80)
# load_monitor: Tool to check load average on real server machines.
# Possible tools include rup, ruptime, uptime.
# timeout: Time (in seconds) between service activity queries
# reentry: Time (in seconds) a service must be alive before it is
# allowed back into the virtual server’s routing table
# after leaving the table via failure.
# send: [optional] test string to send to port
# expect: [optional] test string to receive from port
# protocol: tcp or udp (defaults to tcp)
#
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# This is the needed information for each real server for each Virtual
# Server:
# address: IP address of the real server.
# active: Simple switch if node is on or off
# weight: relative measure of server capacity

virtual server1 {
address = 207.175.44.252 eth0:1
active = 1
load_monitor = uptime
timeout = 5
reentry = 10
port = http

send = "GET / HTTP/1.0\r\n\r\n"
expect = "HTTP"

scheduler = wlc
persistent = 60
pmask = 255.255.255.255

protocol = tcp

server Real1 {
address = 192.168.10.2
active = 1
weight = 1

}

server Real2 {
address = 192.168.10.3
active = 1
weight = 1

}
}

virtual server2 {
address = 207.175.44.253 eth0:1
active = 0
load_monitor = uptime
timeout = 5
reentry = 10
port = 21

send = "\n"

server Real1 {
address = 192.168.10.2
active = 1
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}

server Real2 {
address = 192.168.10.3
active = 1

}
}

# SECTION 3 - FAILOVER SERVICES
#
# LVS node Service failover. This section applies only to services
# running on the primary and backup LVS nodes (instead of being part
# of a virtual server setup). You cannot currently use these services
# and virtual servers in the same setup, and you must have at least a
# 2 node cluster (a primary and backup) in order to use these failover
# services. All nodes must be identically configured Linux systems.
#

# Failover services provide the most basic form of fault recovery. If
# any of the services on the active node fail, all of the services
# will be shutdown and restarted on a backup node. Services defined
# here will automatically be started & stopped by LVS, so a backup
# node is considered a "warm" standby. This is due to a technical
# restriction that a service can only be operational on one node at a
# time, otherwise it may fail to bind to a virtual IP address that
# does not yet exist on that system or cause a networking conflict
# with the active service. The commands provided for "start_cmd" and
# "stop_cmd" must work the same for all nodes. Multiple services can
# be defined.
#
# Information here is similar in meaning and format to the virtual
# server section. Failover Services and Virtual Servers cannot both be
# used on a running system, so the "service = xxx" setting in the
# first section of this file indicates which to use when starting the
# cluster.

failover web1 {
active = 1
address = 207.175.44.242 eth0:1
port = 1010
send = "GET / HTTP/1.0\r\n\r\n"
expect = "HTTP"
timeout = 10
start_cmd = "/etc/rc.d/init.d/httpd start"
stop_cmd = "/etc/rc.d/init.d/httpd stop"
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}

failover ftp {
active = 0
address = 207.175.44.252 eth0:1
port = 21
send = "\n"
timeout = 10
start_cmd = "/etc/rc.d/init.d/inet start"
stop_cmd = "/etc/rc.d/init.d/inet stop"

}
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C Getting Technical Support

Please Note

Red Hat High Availability Server 1.0 includes additional
support offerings. Please refer to the terms and conditions
document present in your Red Hat High Availability Server
box.

C.1 Remember to Sign Up

If you have an official edition of Red Hat Linux 6.2, please remember to sign up for
the benefits you’re entitled to as a Red Hat customer.

You’ll be entitled to any or all of the following benefits, depending upon the Official
Red Hat Linux product you purchased:

• Official Red Hat support — Get help with your installation questions from Red
Hat, Inc.’s support team.

• Priority FTP access — No more late-night visits to congested mirror sites. Own-
ers of Red Hat Linux 6.2 receive free access to priority.redhat.com, Red Hat’s
preferred customer FTP service, offering high bandwidth connections day and
night.

• Red Hat Update Agent — Receive e-mail directly from Red Hat as soon as up-
dated RPMs are available. Use Update Agent filters to receive notification about
only those subjects that interest you.

• Under the Brim: The Official Red Hat E-Newsletter — Every month, get the
latest news and product information directly from Red Hat.

To sign up, go to http://www.redhat.com/now. You’ll find yourPersonal Product
ID on a red and white card in your Official Red Hat Linux box.
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C.2 An Overview of Red Hat Support
Red Hat provides installation assistance for Official Red Hat Linux boxed set prod-
ucts and covers installation on a single computer. This assistance is intended to help
customers successfully install Red Hat Linux. Assistance with installation is offered
via telephone and the Web.

Red Hat Support will attempt to answer any questions you may have before the in-
stallation process is initiated. This includes the following:

• Hardware compatibility questions

• Basic hard drive partitioning strategies

Red Hat, Inc. Support can also provide assistance during the installation process:

• Getting any supported hardware recognized by the Red Hat Linux operating sys-
tem

• Assistance with drive partitioning

• Configuring Red Hat Linux and up to one other operating system (on Intel plat-
forms only) to dual-boot using the Linux boot loader LILO. Please note that third
party boot loaders and partitioning software are not supported.

We can also help you with basic post-installation tasks, such as:

• Successfully configuring the X Window System using XF86Setup or Xconfigu-
rator

• Configuring a local parallel port printer to print text

• Configuring a mouse

Our installation assistance service is designed to get you up and running with Red
Hat Linux as quickly and as easily as possible. However, there are many other things
that you may want to do with your Red Hat Linux system (from compiling a custom
kernel to setting up a Web server) which are not covered.

For assistance with these tasks, there is a wealth of on-line information available in the
form of HOWTO documents, Linux-related websites, and commercial publications.
The Red Hat Linux operating system includes the various Linux HOWTO documents
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on the installation CD in the/doc/HOWTO directory as plain text files that can easily
be read from within Red Hat Linux and other operating systems.

A large number of Linux-related websites are available. The best starting point for
finding information on Red Hat Linux is the Red Hat, Inc. website at:

http://www.redhat.com/

Many Linux-related books are available. If you’re new to Linux, a book that covers
Linux basics will be invaluable. We can recommend several titles:Using Linux, by
Bill Ball; Linux Clearly Explained, by Bryan Pfaffenberger;Linux for Dummies, by
Jon "maddog" Hall; andA Practical Guide to Linux, by Mark G. Sobell.

Red Hat also offers various incident-based support plans to assist with configuration
issues and tasks that are not covered by installation assistance. Please see the Red
Hat Support website for more information. The Red Hat technical support website is
located at the following URL:

http://www.redhat.com/support/

C.3 Scope of Red Hat Support
Red Hat, Inc. can only provide installation assistance to customers who have pur-
chased an Official Red Hat Linux boxed set. If you have obtained Linux from any
other company, you must contact that company for support. Examples of such com-
panies are as follows:

• Macmillan

• Sams/Que

• Linux Systems Labs (LSL)

• Mandrake

• CheapBytes

Additionally, Red Hat Linux obtained via any of the following methods does not
qualify for support from Red Hat:

• Red Hat Linux PowerTools Archive
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• Downloaded via FTP on the Internet

• Included in a package such as Motif or Applixware

• Copied or installed from another user’s CD

C.4 The Red Hat Support System
As of October 1999, Red Hat, Inc. has implemented a new technical support system.
If you signed up for technical support in the past with Red Hat, it may be necessary
for you to sign up again. The new system will implement a unified login and pass-
word that will work across the entire Red Hat website. The support system will also
automatically route and track service requests.

If you haven’t signed up yet, then you should. Instructions for how to sign up are
provided next, in Section C.5,How to Get Technical Support.

C.5 How to Get Technical Support
In order to receive technical support for your Official Red Hat product, you first have
to sign up.

Every Official Red Hat product comes with a Personal Product Identification code:
a 16-character alphanumeric string. The Personal Product ID for Red Hat Linux 6.2
is located on a red and white card that can be found inside the box. Your Personal
Product ID is on a perforated card that you can punch out and keep in a safe place.
You need this code, so don’t lose the card!

Please Note

Do not throw away the card with your Personal Product ID.
You need the Personal Product ID to get technical support.
If you lose the certificate, you may not be able to receive
support.

The Personal Product ID is the code that will enable your technical support and any
other benefits or services that you purchased from Red Hat, depending upon which
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Red Hat product you purchased. The Personal Product ID may also enable priority
FTP access, depending on the product that you purchased, for a limited amount of
time.

C.5.1 Signing up for Technical Support
You’ll need to:

1. Create a customer profile at http://www.redhat.com/now. You may have already
completed this step; if you have, continue to the next step. If you do not already
have a customer profile on the Red Hat website, please create a new one.

2. With your login name and password, please login at the Red Hat Support website
at http://www.redhat.com/support.

3. Update your contact information if necessary.

Please Note

If your e-mail address is not correct, communications
regarding your technical support requests CANNOT be
delivered to you, and you will not be able to retrieve your
login and password by e-mail. Be sure that you give us
your correct e-mail address.

If you’re worried about your privacy, please see Red Hat’s privacy statement at
http://www.redhat.com/legal/privacy_statement.html.

4. Add a product to your profile. Please enter the following information:

• The Personal Product ID for the boxed set product

• A description of the hardware on which the Red Hat Linux product will be
installed

• The Support Certificate Number or Entitlement Number if the product is a
contract

5. Set your customer preferences.
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6. Answer the optional customer questionnaire.

7. Submit the form.

If the previous steps were completed successfully, you can now login at
http://www.redhat.com/support and open a new technical service request. However,
you must still use your Personal Product ID in order to obtain technical support via
telephone (if the product you purchased came with phone support). Please do not
lose your Personal Product ID, or you might not be able to receive support.

C.6 Questions for Technical Support
Technical support is both a science and a mystical art form. In most cases, support
technicians must rely on customer observations and communications with the cus-
tomer in order to diagnose and solve the problem. Therefore, it is extremely impor-
tant that you are as detailed and clear as possible when you state your questions and
report your problems. Examples of what you should include are:

• Symptoms of the problem (for example: "Linux is not able to access my
CD-ROM drive. When it tries, I get timeout errors.")

• When the problem began (for example: "My system was working fine until yes-
terday, when a lightning storm hit my area.")

• Any changes you made to your system (for example: "I added a new hard drive
and used ‘Partition Wizzo’ to add Linux partitions.")

• Other information that may be relevant to your situation, such as the installation
method (CD-ROM, NFS, HTTP)

C.6.1 How to Send Support Questions
Please login at http://www.redhat.com/support and open a new service request, or call
the phone number for support. If your product came with phone support, or you’ve
purchased a phone support contract, the phone number you’ll need to call will be
provided to you during the sign up process.
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C.7 Support Frequently Asked Questions (FAQ)
C.7.1 Q: E-Mail Messages to support@redhat.com Bounce
I send e-mail to support@redhat.com but my messages bounce back to me. What is
the problem?

C.7.2 A: support@redhat.com Is Not Used at This Time
To better serve our customers, Red Hat is re-engineering our e-mail support process.
At this time, the support@redhat.com address is not functional. In the meantime,
please use support via the Web or by telephone.

C.7.3 Q: System Won’t Allow Login
I know that I have already signed up, but the system will not let me log in.

C.7.4 A: Old Logins and Passwords Won’t Work
You could be trying to use an old login and password, or simply mistyping your login
or password.
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D Installing Without Partitioning
This chapter explains how to install Red Hat Linux 6.2 without creating Linux parti-
tions on your system.

Please Note

Although this is a great way to explore the world of Red
Hat Linux without having to put Linux partitions on your
system, please note that you will still have to perform a full
Red Hat Linux installation as outlined in this manual.

Please Note

You must currently have a formatted DOS (FAT) filesystem
in order to perform this type of installation.Users who have
Win95/98 should have no problems with this type of instal-
lation. Users who have NTFS partitions (such as those using
Windows NT) will have to create and format a DOS (FAT)
filesystem before this installation can be performed. This
installation will not work unless the DOS (FAT) filesystem
has been formatted prior starting the Red Hat Linux instal-
lation.

D.1 The Ups and Downs of a Partitionless Installation
There may be reasons why you might want to perform a partitionless installation, but
there also are some drawbacks (depending on how you look at them).

Here we will cover the basics of what will happen, both during an installation and as
a result of this type of installation, and how your system will be affected.

Basic Installation
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You will perform a basic Red Hat Linux installation. However, instead of
adding Linux partitions to your system, you will edit an existing, formatted
DOS (FAT) partition (that must have enough free space) to be named root (/).

Unlike a typical Red Hat Linux installation, you will not need to format any
partitions, since you will not be adding any partitions to your system.

LILO ( LI nux LOader) and Boot Disk

In a partitionless installation, you will not configure LILO (the LInux LOader).
In a typical installation, you are able to choose where you would like LILO to
be installed — either on the master boot record (MBR) or on the first sector of
your root partition — or you can choose not to install LILO at all.

You must create a boot disk in order to access Red Hat Linux with a partition-
less installation, and you will be prompted to create a boot disk at the end of
the installation.

Performance Implications

Red Hat Linux will perform slower than it would if it had its own dedicated
partitions. However, for those of you unconcerned with speed, a partitionless
installation is a great way of seeing what Red Hat Linux has to offer without
having to deal with partitioning your system.

D.2 Performing a Partitionless Installation
If you have a DOS (FAT) filesystem you must first make sure you have a DOS (FAT)
partition with enough free space to dedicate to this installation.

D.2.1 How Much Space Do I Need?
Like a typical installation, you will need to have enough available space in order
to install Red Hat Linux on your system. To give you an idea, below is a list of
installation methods and theirminimumspace requirements.

For more information about these installation classes, see Section 2.1.7,Step 7 -
Which Installation Type is Best For You?.

• Cluster Server - 1.7GB
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• Custom (choosingEverything) - 1.7GB

D.2.2 Using Disk Druid
Since you will not be adding partitions or creating new partitions, there is relatively
little that you actually need to do withDisk Druid (a GUI partitioning tool).

Figure D–1 Choosing DOS (FAT) Partition to Define as /

What you should see whenDisk Druid’s main screen appears is a list of your DOS
(FAT) partitions (see Figure D–1,Choosing DOS (FAT) Partition to Define as /).
Choose a DOS (FAT) partition with enough available free space to install your choice
of installation classes. Highlight the partition by clicking on it with your mouse or
by using the[Tab], [Up] and[Down] keys.

Once the desired partition is highlighted, chooseEdit . A new window will appear
allowing you to name this partition (see Figure D–2,Editing a DOS (FAT) Partition).
In themount point field, label this partition as/ (known as root) and clickEnter .
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Figure D–2 Editing a DOS (FAT) Partition

A confirmation window (see Figure D–3,Confirmation) will appear next asking you
to confirm that you do want to continue with this installation. It also explains that
you cannot have any Linux partitions on your system other than the/ labeled DOS
partition that you have just created. ClickYes to continue.

Next, you will be able to determine the root filesystem size and the swap size of this
/ partition.

The installation program will determine the maximum size for the root filesystem
(Figure D–4,Configuration of Filesystem). You can make the root filesystem any-
thing you would like, as long as it does not exceed the maximum size recommenda-
tion.

The size you create for the root filesystem is the amount of disk space available for the
entire filesystem (this means that you need to keep in mind the size of the installation
class as well as allow you space to write and save data to).
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Figure D–3 Confirmation

Swap space acts like virtual memory. In other words, data is written to a swap par-
tition when there is not enough RAM to store the data your system is processing.
The installation program will set swap to 32MB as a default. You can choose to in-
crease the swap size if desired, but there is no need to create a swap space larger than
256MB.

From here, you can continue following the main installation chapter (see Section
4.7,Network Configuration) for further installation instructions. The only difference
you will see from this point is a screen prompting you to create a boot disk. Once
you make the boot disk and follow the other instructions, your installation will be
complete.

To access Red Hat Linux, make sure the boot disk that you created during the instal-
lation is in your floppy drive. When you reboot your system it will enter into Red
Hat Linux rather than your other OS. To access your other OS, remove the boot disk
and reboot your system.
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Figure D–4 Configuration of Filesystem

D.2.3 How to Remove a Partitionless Installation From Your
System
To remove this partitionless installation, you will need to delete the following files:

redhat.img
rh-swap.img

These files can be found in the partition’s root directory (known as\ under Dos/Win-
dows.)

Once these files have been removed, Red Hat Linux will no longer boot on your
system. Your system will return to its previous state and you will be able to access
the space used by Red Hat Linux as you normally would.
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E Removing Red Hat Linux
To uninstall Red Hat Linux from your system, you will need to remove the LILO
information from your Master Boot Record (MBR).

There are several methods to removing LILO from the master boot record of the
machine. Inside of Linux, you can replace the MBR with an earlier saved version of
the MBR using the /sbin/lilo command:

/sbin/lilo -u

In DOS, NT, and Windows 95 you can usefdisk to create a new MBR with the "un-
documented" flag/mbr . This will ONLY rewrite the MBR to boot the primary DOS
partition. The command should look like:

fdisk /mbr

If you need to remove Linux from a hard drive, and have attempted to do this with
the default DOSfdisk, you will experience the "Partitions exist but they don’t exist"
problem. The best way to remove non-DOS partitions is with a tool that understands
partitions other than DOS.

You can perform this with the installation floppy by typing "linux expert" (without
the quotes) at theboot: prompt.

boot: linux expert

Select install (versus upgrade) and when it comes to partitioning the drive, choose
fdisk. In fdisk type[p] to print out the partition numbers, and remove the Linux parti-
tions with the[d] command. When you’re satisfied with the changes you have made,
you can quit with a[w] and the changes will be saved to disk. If you deleted too much,
type [q] and no changes will occur.

Once you have removed the Linux partitions, you can reboot your computer by press-
ing [Control-]-[Alt-]-[Delete] instead of continuing with the install.
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