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1 Overview

Cloud.com™ CloudStack™ Version 2.2 is designed to work with a wide variety of enterprise-grade and commodity network and
storage infrastructure including the following:

e Layer-3 switching at the core and layer-2 switching at the edge. With layer-3 switching at the core, there is no limit on the
number of physical servers that can be managed in a cloud.

e 1-GbE and 10-GbE Ethernet NICs and switches

e Redundant network setup with bonded NICs

e NFSandiSCSI storage

The CloudStack consists of two types of nodes:
e CloudStack Management Server: The server in this node is the resource manager in the system. It controls allocation of
virtual machines to servers in the Host and assigns storage and IP addresses to the virtual machine instances.

e  CloudStack Host: The servers in this node run the virtual machine instances. Servers are grouped into Zones, Pods, and
Clusters.

e Zone: A Zone consists of multiple Pods. Typically a Zone is a datacenter.

e Pod: A Pod is usually one rack of hardware and includes one or more clusters, and a layer-2 switch. The Pod is
defined by a network subnet.

e  Cluster: A Cluster consists of one or more Hosts and Primary Storage.
A small installation may consist of one Management Server and several Hosts. Additional Hosts can be added after the initial

installation. The CloudStack Management Server is installed on a RHEL/CentOS 5.4+ system or RHEL6. It can be a VM or a dedicated
server.

This guide contains detailed information about the following recommended steps for installing the Cloud.com CloudStack.

Choose a deployment architecture

Set up networking

Set up storage

Install Citrix XenServer/VMware vSphere/KVM
Install the CloudStack Management Server
Prepare secondary storage

Describe the deployment

© N o 0w Noe

Test the deployment

8 © 2010, 2011 Cloud.com, Inc. All rights reserved. June 28, 2011
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2 Prerequisites

The Cloud.com CloudStack has the following hardware and software requirements.

Description Minimum Requirements

e  64-bit x86 CPU (more cores results in better

Management Server Hosts the Cloud.com CloudStack
performance)

Management Server software.
e 2 GBof memory

e 80 GB of local disk

e Atleast 1NIC

e  RHEL/CentOS 5.4+ 64-bit or RHEL6 64-bit
e Statically allocated IP address

e  Fully qualified domain name as returned by the
hostname command

e  64-bit x86 CPU (more cores results in better

Host Provides all the CPU and memory
resource for allocated guest virtual performance)
machines. e Hardware virtualization support required

e 4GB of memory

e 30 GB of local disk

e Atleast 1NIC

e  Statically allocated IP Address

e  (Citrix XenServer 5.6 or 5.6 FP1, VMware vSphere
4.1, or RHELS6.

Important: The computing server should be certified as
compatible by the hypervisor vendor. You can view the
Citrix Hardware Compatibility Guide at
http://hcl.xensource.com/. You can view the VMware

Hardware Compatibility Guide at
http://www.vmware.com/resources/compatibility/search

.php. You can view the RHEL Hardware Compatibility
Guide at https://hardware.redhat.com/.

e  Processor —2 CPUs 2.0GHz or higher Intel or
AMD x86 processors. Processor may be higher if
the database runs on the same machine.

vCenter Server Run VMware vCenter software

e Memory —3GB RAM. RAM requirements may be
higher if your database runs on the same
machine.

June 28, 2011 © 2010, 2011 Cloud.com, Inc. All rights reserved.
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e Disk storage — 2GB. Disk requirements may be
higher if your database runs on the same
machine.

e Microsoft SQL Server 2005 Express disk
requirements. The bundled database requires up
to 2GB free disk space to decompress the
installation archive.

e Networking — 1Gbit or 10Gbit.
For more information, see "vCenter Server and the

vSphere Client Hardware Requirements" at
http://pubs.vmware.com/vsp40/wwhelp/wwhimpl/js/ht

ml/wwhelp.htm#href=install/c_vc_hw.html.

Primary Storage Used for storing the guest VM * Any standards-compliant iSCSI or NFS
root disks as well as additional server that is supported by the underlying
Hypervisor.

data disk volumes.

e The storage server should be a machine
with a large number of disks. The disks
should ideally be managed by a hardware
RAID controller.

e Minimum required capacity depends on
your needs.

For more information, see Storage Setup on page 29.

Secondary Storage Provides storage for templates and *  NFSstorage appliance or Linux NFS server
snapshots e 100GB minimum capacity
Database Node e May be co-located with the Management Server

e Otherwise requirements identical to
Management Server

10 © 2010, 2011 Cloud.com, Inc. All rights reserved. June 28, 2011
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3 Choosing a Deployment Architecture

The architecture used in a deployment will vary depending on the size and purpose of the deployment. This section contains
examples of deployment architecture, including a small-scale deployment useful for test and trial deployments and a fully-redundant
large-scale setup for production deployments.

3.1 Small-Scale Deployment

Public IP 62.43.51.125 Internet

Firewall

NAT and port forwarding

192.168.10.0/24

5 Layer-2 switch
192.168.10.3 _3 192.168.10.10
I —

I
Management Server 192.168.10.11
AN —
— —
192.168.10.4
192.168.10.12
I —_—

NFS server

192.168.10.13
192.168.10.5 —_—
— —

vCenter Server (for VMware only) Computing Node

Figure 1 Small-Scale Deployment
Figure 1 illustrates the network architecture of a small-scale Cloud.com CloudStack deployment.

1. Afirewall provides a connection to the Internet. The firewall is configured in NAT mode. The firewall forwards HTTP requests
and API calls from the Internet to the Management Server. The Management Server resides on the private network.
2. Alayer-2 switch connects all physical servers and storage.

3. Asingle NFS server functions as both the primary and secondary storage.

4. The Management Server is connected to the private network.

June 28, 2011 © 2010, 2011 Cloud.com, Inc. All rights reserved. 11
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3.2 Large-Scale Redundant Setup

‘ ‘ Internet

Layer-3 switches with firewall
modules

Layer-2
switches

Computing
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Storage
servers

Secondary storage Pod 1 Pod 2
servers

Figure 2 Large-Scale Deployment Architecture
Figure 2 illustrates the network architecture of a large-scale Cloud.com CloudStack deployment.

1. Alayer-3 switching layer is at the core of the data center. A router redundancy protocol like VRRP should be deployed.
Typically high-end core switches also include firewall modules. Separate firewall appliances may also be used if the layer-3
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switch does not have integrated firewall capabilities. The firewalls are configured in NAT mode. The firewalls provide the
following functions:

a. Forwards HTTP requests and API calls from the Internet to the Management Server. The Management Server resides
on the private network.

b. When the cloud spans multiple availability Zones, the firewalls should enable site-to-site VPN such that servers in
different availability Zones can directly reach each other.

2. Alayer-2 access switch layer is established for each Pod. Multiple switches can be stacked to increase port count. In either
case, redundant pairs of layer-2 switches should be deployed.

3. The Management Server cluster (including front-end load balancers, Management Server nodes, and the MySQL database) is
connected to the private network through a pair of load balancers.

4. The secondary storage server is connected to the private network.
5. Each Pod contains storage and computing servers. Each storage and computing server should have redundant NICs connected
to separate layer-2 access switches.

3.3 Separate Storage Network

In the Large-Scale Redundant setup described in the previous section, storage traffic can overload the private network. A separate
storage network is optional for deployments. Storage protocols such as iSCSI are sensitive to network delays. A separate storage
network ensures guest network traffic contention does not impact storage performance.

June 28, 2011 © 2010, 2011 Cloud.com, Inc. All rights reserved. 13
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Figure 3 Separate Storage Network

Figure 3 illustrates a setup with a separate storage network. Each server has four NICs, two connected to Pod-level network switches
and two connected to storage network switches.

There are two ways to configure the storage network:

1. Bonded NIC and redundant switches can be deployed for NFS. In NFS deployments, redundant switches and bonded NICs still
result in one network (one CIDR block+ default gateway address).

2. iSCSI can take advantage of two separate storage networks (two CIDR blocks each with its own default gateway). Multipath
iSCSI client can failover and load balance between separate storage networks.
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Figure 4 NIC Bonding and Multipath 1/0
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Figure 4 illustrates the differences between NIC bonding and Multipath 1/0 (MPIO). NIC bonding configuration involves only one

network. MPIO involves 2 separate networks.

3.4 Best Practices

Deploying a cloud is challenging. There are many different technology choices to make, and the CloudStack is flexible enough in its
configuration that there are many possible ways to combine and configure the chosen technology. This section contains suggestions

and requirements about cloud deployments.

3.4.1 Required Practices

- For XenServer and vSphere, do not put more than 8 hosts in a Cluster. For KVM, do not put more than 16 hosts in a cluster.

- For XenServer, install PV drivers / Xen tools on each template that you create. This will enable live migration and clean

guest shutdown.

- For vSphere, install VMware Tools on each template that you create. This will enable console view to work properly.

3.4.2 Suggested Practices

These should be treated as suggestions and not absolutes. However, we do encourage anyone planning to build a cloud outside of

these guidelines to discuss their needs with us.

- Use multiple Clusters per Pod if you need to achieve a certain switch density.

- Primary storage mountpoints or LUNs should not exceed 6 TB in size. It is better to have multiple smaller primary storage

elements per Cluster than one large one.

June 28, 2011
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When exporting shares on primary storage, avoid data loss by restricting the range of IP addresses that can access the
storage. See "Linux NFS on Local Disks and DAS" on page 29 or "Linux NFS on iSCSI" on page 31.

NIC bonding is straightforward to implement and provides increased reliability.

10G networks are generally recommended for storage access when larger servers that can support relatively more VMs are
used.

Host capacity should generally be modeled in terms of RAM for the guests. Storage and CPU may be overprovisioned. RAM
may not. RAM is usually the limiting factor in capacity designs.

A staging system that models the production environment is strongly advised. It s critical if customizations have been
applied to the CloudStack.

Monitor host disk space. Many host failures occur because the host's root disk fills up from logs that were not rotated
adequately.

Allow adequate time for installation, a beta, and learning the system. Installs with Basic Networking can be done in a day or
two. Installs with Advanced Networking usually take several days for the first attempt, with complicated installations taking
longer. Allow at least 4-8 weeks for a beta to work through all of the integration issues. It takes months to gain confidence
with the CloudStack and related technologies. You may want to contact our sales team about training sessions to help
accelerate this.

© 2010, 2011 Cloud.com, Inc. All rights reserved. June 28, 2011
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4 Network Setup
The CloudStack provides two primary networking modes:

e Advanced. Advanced mode uses VLANSs for isolation and consists of two types of guest networks:
o Virtual networks
o Direct attached with tagged VLANSs ("Direct tagged")

e Basic. Basic mode does not use VLANSs for isolation. It is also known as "Direct Untagged".

The following table highlights the differences between the three types of guest networks.

Basic Advanced - Virtual | Advanced - Direct
Uses VLANSs for Isolation No Yes Yes
Uses untagged VLAN Yes No No
Uses Security Groups for Isolation Yes No No
Virtual Router is Gateway No Yes No
VPN available No Yes No
Load Balancer available No Yes No
DHCP and DNS available Yes Yes Yes
1:1 NAT available Coming Soon Yes No
Public IP Addresses Required No Yes No
Metering data available No Yes No

The three types of networking may be in use in the same cloud. However, a given Zone must use either Basic Networking or
Advanced Networking.

The style of networking that a particular guest receives is determined by a combination of the networks that the administrator has
made available and the network that is chosen by the user at guest creation. An administrator configures Basic or Advanced
Networking for a Zone. In Advanced networking, the administrator can add VLANSs to the CloudStack to create one or more
networks that are available for use by the users of that Zone. Virtual networks use "Zone VLANs" and direct tagged networks uses
"Direct VLANs".

This chapter discusses network setup that is common to all modes as well as network setup that is specific to one or two of the
modes.

4.1 VLAN Setup with Basic Networking

When Basic Networking is used in a Zone, all guests allocated in that Zone share a single untagged VLAN. The network interface in
the host that is connected to this untagged VLAN must be named cloud-guest. For example, in XenServer, the network name-label
must be “cloud-guest”.
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Important: CloudStack networking enables many different deployment styles. Your deployment may not need one or more of the
types of VLANs. You should decide what services you want to offer to your users before provisioning VLANSs.
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4.2 VLAN Allocation with Advanced Mode

VLAN allocation must be considered if Advanced Mode is used for a Zone.

Cloud.com CloudStack is designed to utilize hardware VLANSs to isolate guest virtual network traffic. There are three types of VLANs
in the CloudStack.

1. Public VLAN. A range of VLAN IDs will be reserved for public IP addresses. These VLANSs are trunked into every Pod.

2. Zone VLAN. A range of VLAN IDs will be reserved for guest virtual networks. These VLANSs are trunked into every Pod. One
VLAN is allocated per guest virtual network that has active instances.

3. Direct VLAN. A range of VLAN IDs will be reserved for direct tagged networks. These networks may either be Zone wide,
meaning guests from multiple account can use them, or account-specific, where the entire VLAN is reserved for use by a
single account. These VLANSs are trunked into every Pod. The administrator provisions these VLANSs in the CloudStack one at a
time; a range is not given to the CloudStack to manage as is the case with Zone VLANSs.

Figure 5 illustrates VLAN allocation in an Availability Zone:

Pod 1/Private IP Range 1 Pod 2/Private IP Range 2 Pod N/Private IP Range N

Public VLANs

all

Zone VLANs

Direct VLANs

Figure 5 VLAN Allocation in an Availability Zone

The hosts and storage servers reside on an Untagged Private Network. The untagged private network in each Pod is mapped to a
unique VLAN and private IP range in the layer-3 switch. The layer-3 switch serves as the default gateway for each private network

and ensures a packet can be routed from one host to any other host in the same Zone.
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4.2.1 VLAN Allocation with Virtual Networking

With Virtual Network VLANs are required for the guests at the Zone level. The following is an example of a VLAN allocation scheme

when Virtual Networking is used:

VLAN IDs Use

<500 Reserved for administrative purposes and
untagged private network for each pod

500-599 Public VLANs

600-999 Zone VLANs

> 1000 Reserved for future use

4.2.2 VLAN Allocation with Direct Tagged

With Direct Tagged networking there is no need for Public VLANs nor Zone VLANs. There is a new need for a VLAN range for the

Direct Attached guests.

VLAN IDs

Use

<300

Reserved for administrative purposes and
untagged private network for each pod

300-499

Directed Attached VLANSs

> 500

Reserved for future use

June 28, 2011
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4.2.3 VLAN Allocation with Virtual Networking and Direct Tagged Networking

The CloudStack supports deployments that have both Virtual Networking and Direct Tagged guests. In this case it will be necessary
to allocate VLANSs for both types of guests.

VLAN IDs Use

<300 Reserved for administrative purposes and
untagged private network for each pod

300-499 Direct Tagged VLANs
500-599 Public VLANs

600-999 Zone VLANs

> 1000 Reserved for future use

4.3 |IP Address Allocation

The CloudStack requires several types of IP addresses to be provisioned in it. The required types depend on the networking mode
that is in use.

4.3.1 Public IP Addresses

The CloudStack provisions one public IP address per account for use as the source NAT IP address when Advanced Mode is enabled.
Users may request additional public IP addresses for their accounts. The administrator must configure one or more ranges of public
IP addresses for use by the CloudStack. These IP addresses could be RFC1918 addresses in private clouds.

4.3.2 Private IP Addresses

The Hosts in a Pod are assigned private IP addresses. These are typically RFC1918 addresses. The Console Proxy and Secondary
Storage system VMs are also allocated private IP addresses in the CIDR of the Pod that they are created in.

The administrator should provide private IPs for the system in each Pod and provision them in CloudStack.

e  For vSphere with advanced virtual networking, the recommended typical number of private IPs is one per 1 GB of RAM. If
you define smaller service offerings, you might need more private IPs. If you have larger service offerings, you might need
fewer private IPs.

e  For KVM and XenServer, the recommended number of private IPs per Pod is one per host. If you expect a Pod to grow, add
enough private IPs now to accommodate the growth.
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When Advanced Virtual networking is being used, the number of private IP addresses available in each Pod varies depending on
which hypervisor is running on the nodes in that Pod. Citrix XenServer and KVM use link-local addresses, which in theory provide
more than 65,000 private IP addresses within the address block. As the Pod grows over time, this should be more than enough for
any reasonable number of hosts as well as IP addresses for guest virtual routers. VMWare ESXi, by contrast uses any administrator-
specified subnetting scheme, and the typical administrator provides only 255 IPs per Pod. Since these are shared by physical
machines, the guest virtual router, and other entities, it is possible to run out of private IPs when scaling up a Pod whose nodes are
running ESXi.

To ensure adequate headroom to scale private IP space in an ESXi Pod when Advanced Virtual networking is enabled, use one or
more of the following techniques:
e Specify a larger CIDR block for the subnet. A subnet mask with a /20 suffix will provide more than 4,000 IP addresses.

e Create multiple pods, each with its own subnet. For example, if you create 10 Pods and each pod has 255 IPs, this will
provide 2,550 IP addresses.

4.3.3 Direct IP Addresses

In Basic Mode, the CloudStack will assign IP addresses in the CIDR of the Pod to the guests in that Pod. The administrator must add a
Direct IP range on the Pod for this purpose. These IPs are in the same untagged VLAN as the Hosts.

In Advanced Mode, the administrator can create additional networks for use by the guests. These networks can be Zone wide, in
which case they are available to all guests, or account-specific, in which case only the named account may create guests that attach
to these networks. The networks are defined by a VLAN ID, IP range, and gateway. The administrator may provision thousands of
these networks if desired.

4.3.4 Guest IP Addresses - Virtual Networking

With virtual networking, the CloudStack manages the IP address assignment for the guests in an account. The administrator should
set a global configuration parameter to name the CIDR, but there is no need to manage the CIDR on a per-account basis. All virtual
networks in the Cloud will use the same CIDR for DHCP and IP address allocation.

4.4 Layer-3 Switch

The layer-3 switch is the core switching layer at the Availability Zone level. The layer-3 switch should be programmed as follows:

e If direct tagged or virtual networking is in use, the layer-3 switch trunks public VLANs, Zone VLANSs, and Direct Attached
VLANSs into each Pod.

e The layer-3 switch functions as the gateway for the untagged private network. A separate VLAN is created in the layer-3
switch for each private IP address range. The layer-3 switch should allow packets to flow between private IP ranges.

The "Virtual Network and Direct Tagged" VLAN allocation in this section is used in the configurations described for layer 2 and layer
3 switches. You can adjust VLAN allocation according to your specific needs.

4.4.1 Example Configuration

This section contains an example configuration of specific switch models for Zone-level layer-3 switching. It assumes VLAN
management protocols, such as VTP or GVRP, have been disabled. The example scripts must be changed appropriately if you choose
to use VTP or GVRP.

June 28, 2011 © 2010, 2011 Cloud.com, Inc. All rights reserved. 21



Mtq_;.

Cloud.com CloudStack 2.2.4 — 2.2.7 Installation Guide
4.4.1.1 Dell 62xx

The following steps show how a Dell 62xx is configured for Zone-level layer-3 switching. These steps assume VLAN 201 is used to
route untagged private IPs for Pod 1, and Pod 1’s layer-2 switch is connected to Ethernet port 1/g1.

Important: Dell 62xx Series switch only supports up to 1024 VLANs.

1. Configure all the VLANSs in the database.

vlan database
vlan 200-999
exit

2. Configure Ethernet port 1/g1.

interface ethernet 1/gl

switchport mode general

switchport general pvid 201

switchport general allowed vlan add 201 untagged
switchport general allowed vlan add 300-999 tagged
exit

The statements configure Ethernet port 1/g1 as follows:

e VLAN 201 is the native untagged VLAN for port 1/g1.

e  Public VLANs (500-599) and Zone VLANs (600-999) and Direct Attached VLANs (300-499) are passed to all the Pod-level
layer-2 switches.

4.4.1.2 Cisco 3750

The following steps show how a Cisco 3750 is configured for Zone-level layer-3 switching. These steps assume VLAN 201 is used to
route untagged private IPs for Pod 1, and Pod 1’s layer-2 switch is connected to GigabitEthernet1/0/1.

1. Setting VTP mode to transparent allows us to utilize VLAN IDs above 1000. Since we only use VLANs up to 999, vtp
transparent mode is not strictly required.

vtp mode transparent
vlan 200-999
exit

2. Configure GigabitEthernet1/0/1.

interface GigabitEthernetl/0/1
switchport trunk encapsulation dotlg
switchport mode trunk

switchport trunk native vlan 201
exit
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The statements configure GigabitEthernet1/0/1 as follows:

e VLAN 201 is the native untagged VLAN for port GigabitEthernet1/0/1.

e Cisco passes all VLANSs by default. As a result Public VLANs (500-599), Zone VLANSs (600-999), and Direct Attached VLANs
(300-499) are passed to all the Pod-level layer-2 switches.

4.5 Layer-2 Switch
The layer-2 switch is the access switching layer inside the Pod.

e [t should trunk Public VLANs, Zone VLANSs, and Direct Attached VLANSs into every computing host.

e It should switch untagged traffic for the private network containing computing and storage hosts. The layer-3 switch will
serve as the gateway for the private network.

4.5.1 Example Configurations
This section contains example configurations for specific switch models for Pod-level layer-2 switching. It assumes VLAN

management protocols such as VTP or GVRP have been disabled. The scripts must be changed appropriately if you choose to use
VTP or GVRP.

4.5.1.1 Dell 62xx
The following steps show how a Dell 62xx is configured for Pod-level layer-2 switching.

1. Configure all the VLANSs in the database.

vlan database
vlian 300-999
exit

2. VLAN 201 is used to route untagged private IP addresses for Pod 1, and Pod 1 is connected to this layer-2 switch.

interface range ethernet all
switchport mode general
switchport general allowed vlan add 300-999 tagged
exit
The statements configure all Ethernet ports to function as follows:

e All ports are configured the same way.

e  Public VLANs (500-599) , Zone VLANs (600-999) and Direct Attached VLANs (300-499) are passed through all the ports of the
layer-2 switch.
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4.5.1.2 Cisco 3750

The following steps show how a Cisco 3750 is configured for Pod-level layer-2 switching.

3. Setting VTP mode to transparent allows us to utilize VLAN IDs above 1000. Since we only use VLANs up to 999, vtp
transparent mode is not strictly required.

vtp mode transparent
vlan 300-999
exit

4. Configure all ports to dotlqg and set 201 as the native VLAN.

interface range GigabitEthernet 1/0/1-24
switchport trunk encapsulation dotlg
switchport mode trunk

switchport trunk native vlan 201

exit

By default Cisco passes all VLANSs. Cisco switches complain of the native VLAN IDs are different when 2 ports are connected together.
That’s why we specify VLAN 201 as the native VLAN on the layer-2 switch.

4.6 Hardware Firewall

All deployments should have a firewall protecting the management server. This is described in the "Generic Firewall" section.
Optionally, some deployments may also have a Juniper firewall that will be the default gateway for the guest virtual networks. This
is described in the "External Guest Firewall" section.

4.6.1 Generic Firewall Provisions
The hardware firewall is required to serve two purposes:

e  Protect the Management Server farm. NAT and port forwarding should be configured to direct traffic from the public
Internet to the Management Server farm.

e Route private network traffic between multiple Availability Zones. Site-to-site VPN should be configured between multiple
Availability Zones.

To achieve the above purposes you must set up fixed configurations for the firewall. Firewall rules and policies need not change as
users are provisioned into the cloud. Any brand of hardware firewall that supports NAT and site-to-site VPN can be used.

4.6.2 External Guest Firewall Integration for Juniper (optional)

The CloudStack provides for direct management of the Juniper SRX series of firewalls. This enables the CloudStack to establish static
NAT mappings from public IPs to guest VMs, and to use the Juniper device in place of the virtual router for firewall services. This
feature is optional. If Juniper integration is not provisioned the CloudStack will use the virtual router for these services.

This service is available only for guests using virtual networking (in Advanced Mode).

The CloudStack assumes that External Network elements will be deployed in a side-by-side configuration
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Load Balancer

Zone-level Switch

The CloudStack requires a Juniper configuration as follows.

1.

Install your SRX appliance according to the vendor's instructions.
Important: The SRX software version must be at least 10.3. Earlier versions will not work.

Connect one interface to the private network and one interface to the public network. Alternatively, you can connect the
same interface to both networks and a use a VLAN for the public network.

Make sure "vlan-tagging" is enabled on the private interface.

Record the public and private interface names. If you used a VLAN for the public interface, add a ".[VLAN TAG]" after the
interface name. For example, if you are using fe-0/0/3 for your public interface and VLAN tag 301, your public interface
name would be "fe-0/0/3.301". Your private interface name should always be untagged because the CloudStack software
automatically creates tagged logical interfaces.

Create a public security zone and a private security zone. By default, these will already exist and will be called "untrust" and

"trust". Add the public interface to the public zone and the private interface to the private zone. Note down the security
zone names.

Make sure there is a security policy from the private zone to the public zone that allows all traffic.
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7. Note the username and password of the account you want the CloudStack software to log in to when it is programming
rules.

8. Make sure the "ssh" and "xnm-clear-text" system services are enabled.

9. |If traffic metering is desired, create an incoming firewall filter and an outgoing firewall filter. These filters should be the
same names as your public security zone name and private security zone name respectively. The filters should be set to be
"interface-specific". For example, here is the configuration where the public zone is "untrust" and the private zone is
"trust":

root@cloud-srx# show firewall
filter trust {
interface-specific;

filter untrust ({
interface-specific;

10. If traffic metering is desired, add the firewall filters to your public interface. For example, a sample configuration output
(for public interface fe-0/0/3.0, public security zone untrust, and private security zone trust) is:

fe-0/0/3 {
unit 0 {
family inet {
filter {
input untrust;
output trust;
}
address 172.25.0.252/16;
}
}
}

11. Make sure all Zone VLANSs are brought to the private interface of the SRX.

12. The CloudStack will be configured with the Juniper information after the Management Server is installed.

Important: If an external firewall is used an external load balancer must also be used.

Important: All accounts with guests in a given Zone will use the external firewall if it is configured. It is not currently possible to

have some guests or some accounts in a Zone use the external firewall and others use the virtual router.

4.7 Management Server Load Balancing

The CloudStack can use a load balancer to provide a virtual IP for multiple Management Servers. The administrator is responsible for

creating the load balancer rules for the Management Servers. The application requires persistence or stickiness across multiple

sessions. The following chart lists the ports that should be load balanced and whether or not persistence is required.

Important: Persistence may still be enabled on source ports which do not require it.
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Source Port Destination Port Protocol Persistence Required?
80 or 443 8080 (or 20400 HTTP (or AJP) | Yes
with AJP)
8250 8250 TCP Yes
8096 8096 HTTP No

4.8 External Guest Load Balancer Integration for F5 (optional)

The CloudStack can optionally use an F5 load balancer to provide load balancing services to guests. If this is not enabled the
CloudStack will use the software load balancer in the virtual router.

This service is available only to guests using virtual networking (Advanced Mode).
To install and enable your F5 for CloudStack management:

1. Set up your F5 Biglp appliance according to the vendor's directions.
2. Connect it to the public network and the private network.

3. Record the IP address, username, password, public interface name, and private interface name. The interface names will be
something like "1.1" or "1.2".

4. Make sure that the Zone VLANSs are trunked to the private network interface.

5. The CloudStack will be configured with the F5 information after the Management Server is installed.

Important: if an external load balancer is used an external firewall must also be used.

4.9 Additional Topology Requirements

The secondary storage VMs and console proxy VMs connect to the Management Server on port 8250. If you are using multiple
Management Servers, the load balanced IP address of the Management Servers on port 8250 must be reachable. Note that you must
not expose port 8250 to the public Internet. The secondary storage VM can be located on any Host in the Zone. It uses the private
network for its communication.

The Management Server and secondary storage VMs must be able to access vCenter and all ESXi hosts in the zone. To allow the
necessary access through the firewall, keep port 443 open.

The console proxy VMs connect to all hosts in the Zone over the private network. Therefore the private network of any given Pod in
the Zone must have connectivity to the private network of all other Pods in the Zone.

The secondary storage NFS export is mounted by the secondary storage VM. Secondary storage traffic goes over the private network
even if there is a separate storage network. (Primary storage traffic goes over the storage network, if available.) If you choose to
place the secondary storage NFS server on the storage network you must make sure there is a route from the private network to the
storage network.

When external firewall integration is in place the public IP VLAN must still be trunked to the Hosts. This is required to support the
Secondary Storage and Console Proxy VMs.
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The Management Servers communicate with each other to coordinate tasks amongst themselves. This communication uses TCP on
ports 8250 and 9090.

With Advanced Networking, separate subnets must be used for private and public networks.
The public internet must not be able to access port 8096 on the Management Server.

The Management Servers communicate with the XenServers on ports 22 (ssh) and 80 (HTTP).
The Management Servers communicate with VMware vCenter servers on port 443 (HTTPs).

The Management Servers communicate with the KVM servers on port 22 (ssh).
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5 Storage Setup

The Cloud.com CloudStack is designed to work with a wide variety of commodity and enterprise-grade storage. Local disk may be
used as well. Storage type support for guest virtual disks differs based on hypervisor selection.

XenServer vSphere KVM
NFS Supported Supported Supported
iSCSI Supported Supported via VMFS Supported via

Clustered Filesystems

Fiber Channel Supported via Pre- | Supported Supported via
existing SR Clustered Filesystems
Local Disk Supported Supported Not Supported

5.1 Small-Scale Setup

In a small-scale setup, a single NFS server can function as both primary and secondary storage. The NFS server just needs to export
two separate shares, one for primary storage and the other for secondary storage.

5.2 Secondary Storage

The CloudStack is designed to work with any scalable secondary storage system. The only requirement is the secondary storage
system supports the NFS protocol.

5.3 Example Configurations

In this section we go through a few examples of how to set up storage to work properly with CloudStack on a few types of NFS and
iSCSI storage systems.

5.3.1 Linux NFS on Local Disks and DAS

This section describes how to configure an NFS export on a standard Linux installation. Instructions in this section specifically apply
to RHEL/CentOS 5. Steps to setup other distributions may vary.

1. Install the RHEL/CentOS distribution on the storage server.

Important: The storage server should be a machine with a large number of disks. The disks should ideally be managed by a
hardware RAID controller. Modern hardware RAID controllers support hot plug functionality independent of the operating
system so you can replace faulty disks without impacting the running operating system.
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6.

7.

8.

9.

If the root volume is more than 2 TB in size, create a smaller boot volume to install RHEL/CentOS. A root volume of 20 GB
should be sufficient.

After the system is installed, create a directory called /export. This can each be a directory in the root partition itself or a
mount point for a large disk volume.

If you have more than 16TB of storage on one host, create multiple EXT3 file systems and multiple NFS exports. Individual
EXT3 file systems cannot exceed 16TB.

After /export directory is created, run the following command to configure it as an NFS export.

echo “/export <your.subnet.mask>(rw,async,no _root squash)” > /etc/exports

Adjust the above command to suit your deployment needs.

Limiting NFS export. It is highly recommended that you limit the NFS export to a particular subnet by specifying a subnet
mask (e.g.,”192.168.1.0/24”). By allowing access from only within the expected cluster, you avoid having non-pool member
mount the storage. The limit you place must include the private network(s) and the storage network(s). If the two are the
same network then one CIDR is sufficient. If you have a separate storage network you must provide separate CIDR’s for
both or one CIDR that is broad enough to span both.

The following is an example with separate CIDR’s:

/export 192.168.1.0/24 (rw,async,no_root squash)
10.50.1.0/24 (rw,async,no_root squash)

Removing the async flag. The async flag improves performance by allowing the NFS server to respond before writes are
committed to the disk. Remove the async flag in your mission critical production deployment.

Run the following command to enable NFS service.

chkconfig nfs on

Edit the /etc/sysconfig/nfs file and uncomment the following lines.

LOCKD TCPPORT=32803
LOCKD_UDPPORT=32769
MOUNTD_ PORT=892

RQUOTAD PORT=875

STATD PORT=662

STATD OUTGOING PORT=2020

Edit the /etc/sysconfig/iptables file and add the following lines at the beginning of the INPUT chain.

-A INPUT -m state --state NEW -p udp --dport 111 -3j ACCEPT
-A INPUT -m state --state NEW -p tcp --dport 111 -j ACCEPT
-A INPUT -m state --state NEW -p tcp —--dport 2049 -j ACCEPT
-A INPUT -m state --state NEW -p tcp --dport 32803 -j ACCEPT
-A INPUT -m state --state NEW -p udp --dport 32769 -j ACCEPT
-A INPUT -m state --state NEW -p tcp --dport 892 -j ACCEPT
-A INPUT -m state --state NEW -p udp --dport 892 -j ACCEPT
-A INPUT -m state --state NEW -p tcp --dport 875 -j ACCEPT
-A INPUT -m state --state NEW -p udp --dport 875 -j ACCEPT
-A INPUT -m state --state NEW -p tcp --dport 662 -j ACCEPT
-A INPUT -m state --state NEW -p udp --dport 662 -j ACCEPT

Reboot the server.
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An NFS share called /export is now set up.

5.3.2 Linux NFS on iSCSI

Use the following steps to set up a Linux NFS server export on an iSCSI volume. These steps apply to RHEL/CentOS 5 distributions.

1. Install iscsiadm.

yum install iscsi-initiator-utils
service iscsi start

chkconfig --add iscsi

chkconfig iscsi on

2. Discover the iSCSI target.

iscsiadm -m discovery -t st -p <iSCSI Server IP address>:3260

For example:

# iscsiadm -m discovery -t st -p 172.23.10.240:3260
172.23.10.240:3260,1 ign.2001-05.com.equallogic:0-8a0906-83bcb3401-
16e0002fd0ad46£f3d-rhelb5-test

3. Login.

iscsiadm -m node -T <Complete Target Name> -1 -p <Group IP>:3260

For example:

# iscsiadm -m node -1 -T ign.2001-05.com.equallogic:83bcb3401-16e0002fd0ad6f3d-
rhel5-test -p 172.23.10.240:3260

4. Discover the SCSI disk. For example:

# iscsiadm -m session -P3 | grep Attached
Attached scsi disk sdb State: running

5. Format the disk as ext3 and mount the volume.

mkfs.ext3 /dev/sdb
mkdir -p /export
mount /dev/sdb /export

6. Add the disk to /etc/fstab to make sure it gets mounted on boot.
/dev/sdb /export ext3 netdev 0 0
Now you can set up /export as an NFS share.

e Limiting NFS export. In order to avoid data loss, it is highly recommended that you limit the NFS export to a particular
subnet by specifying a subnet mask (e.g.,”192.168.1.0/24”). By allowing access from only within the expected cluster, you
avoid having non-pool member mount the storage and inadvertently delete all its data. The limit you place must include
the private network(s) and the storage network(s). If the two are the same network then one CIDR is sufficient. If you have
a separate storage network you must provide separate CIDR’s for both or one CIDR that is broad enough to span both.
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The following is an example with separate CIDR’s:

/export 192.168.1.0/24 (rw,async,no_root squash)
10.50.1.0/24 (rw,async,no_root squash)

e Removing the async flag. The async flag improves performance by allowing the NFS server to respond before writes are
committed to the disk. Remove the async flag in your mission critical production deployment.
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6 Citrix XenServer Installation and Configuration

Citrix XenServer 5.6 GA must be installed on the Hosts. Citrix XenServer can be downloaded from the Citrix Website
(http://www.citrix.com/lang/English/Ip/lp_1688615.asp) and installed using the Citrix XenServer Installation Guide.

Important: All hosts must be 64-bit and must support HVM (Intel-VT or AMD-V enabled). All Hosts within a Cluster must be
homogenous. That means the CPUs must be of the same type, count, and feature flags. See
http://docs.vmd.citrix.com/XenServer/4.0.1/reference/ch02.html for more information on homogenous XenServer hosts.

Important: You must re-install Citrix XenServer if you are going to re-use a host from a previous install.
Important: The CloudStack requires XenServer 5.6 or 5.6 FP1.
Following installation, CloudStack requires the following configuration.

e Username and password

e Time synchronization

e Licensing

e Network Setup
e  Configuring public network with a dedicated NIC (optional)
® NIC bonding (optional)

e  {SCSI Multipath Setup (optional)

The following sections contain information about configuring the XenServer.

6.1 Username and Password

All XenServers in a Cluster must have the same username and password as configured in the CloudStack.
6.2 Time Synchronization

The XenServer host must be set to use NTP or another clock synchronization mechanism. All Hosts in a Pod must have the same
time. You can use the NTP servers provided by Citrix:

.xenserver.pool.ntp.org
.xenserver.pool.ntp.org
.Xenserver.pool.ntp.org

w N P O

.xenserver.pool.ntp.org
6.3 Licensing

Citrix XenServer Free version provides 30 days usage without a license. Following the 30 day trial, XenServer requires a free
activation and license. You can choose to install a license now or skip this step. If you skip this step, you will need to install a license
when you activate and license the XenServer.
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6.3.1 Getting and Deploying a License
If you choose to install a license now you will need to use the XenCenter to activate and get a license.

1. In XenCenter, click on Tools > License manager.
2. Select your XenServer and select Activate Free XenServer.

3. Request a license.

You can install the license with XenCenter or using the xe command line tool.

6.4 Physical Networking Setup

Once XenServer has been installed you may need to do some additional network configuration. At this point in the installation, you
should have a plan for what NICs the Host will have and what traffic each NIC will carry. The NICs should be cabled as necessary to
implement your plan.

If you plan on using NIC bonding, the NICs on all hosts in the Cluster must be cabled exactly the same. For example, if ethO is in the
private bond on one host in a cluster, then ethO must be in the private bond on all hosts in the cluster.

The IP address assigned for the private network interface must be static. It can be set on the host itself or obtained via static DHCP.

The CloudStack configures network traffic of various types to use different NICs or bonds on the XenServer host. You can control
this process and provide input to the Management Server through the use of XenServer network name labels. The name labels are
placed on physical interfaces or bonds and configured in the CloudStack. In some simple cases the name labels are not required.

Important: If a single NIC is your desired NIC configuration there is no need for further configuration. Continue to the next
section, Management Server Installation.

6.4.1 Configuring Public Network with a Dedicated NIC (optional)

The CloudStack supports the use of a second NIC (or bonded pair of NICs, described later) for the public network. If bonding is not
used the public network can be on any NIC and can be on different NICs on the Hosts in a cluster. For example, the public network
can be on eth0 on node A and eth1 on node B. However, the XenServer name-label for the public network must be identical across
all hosts. The following examples set the network label to “cloud-public”. After the management server is installed and running you
must configure it with the name of the chosen network label (e.g. “cloud-public”); this is discussed in Management Server
Installation.

When a dedicated NIC is present for the public network, the public network can be implemented using a tagged or untagged VLAN.
If you are using two NICs bonded together to create a public network, see NIC Bonding.

If you are using a single dedicated NIC to provide public network access, follow this procedure on each new host that is added to the
CloudStack before adding the host.

1. Run xe network-1ist and find the public network. This is usually attached to the NIC that is public. Once you find the
network make note of its UUID. Call this <UUID-Public>.
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2. Run the following command.

xe network-param-set name-label=cloud-public uuid=<UUID-Public>
6.4.2 Separate Storage Network (optional)

You can optionally set up a separate storage network. This should be done first on the host, before implementing the bonding steps
below. This can be done using one or two available NICs. With two NICs bonding may be done as above. It is the administrator’s
responsibility to set up a separate storage network.

Give the storage network a different name-label than what will be given for other networks.

For the separate storage network to work correctly, it must be the only interface that can ping the primary storage device’s IP
address. For example, if ethO is the private network NIC, ping -I eth0O <primary storage device IP> mustfail. Inall
deployments the secondary storage device must be pingable from the private NIC or bond. If the secondary storage device has been
placed on the storage network, it must also be pingable via the storage network NIC or bond on the hosts as well.

You can set up two separate storage networks as well. For example, if you intend to implement iSCSI multipath, dedicate two non-
bonded NICs to multipath. Each of the two networks needs a unique name-label.

If bonding is done, you should follow the procedure described in the private network section to set up the bond on the first host in
the cluster as well as second and subsequent hosts in the cluster.

If no bonding is done the administrator must setup and name-label the separate storage network on all hosts (masters and slaves).
Here is an example to set up eth5 to access a storage network on 172.16.0.0/24.

fxe pif-list host-name-label="hostname  device=eth)
uuid ( RO) : ab0d3dd4-5744-8fae-9693-a022c7a3471d
device ( RO): eth5
# xe pif-reconfigure-ip DNS=172.16.3.3 gateway=172.16.0.1 IP=172.16.0.55
mode=static netmask=255.255.255.0 uuid=ab0d3dd4-5744-8fae-9693-a022c7a3471d

6.4.3 NIC Bonding (optional)

XenServer supports Source Level Balancing (SLB) NIC bonding. Two NICs can be bonded together to carry public, private, and guest
traffic, or some combination of these. Separate storage networks are also possible. Here are some example supported
configurations:

e 2 NICs on private, 2 NICs on public, 2 NICs on storage

e 2 NICs on private, 1 NIC on public, storage uses private network

e 2 NICs on private, 2 NICs on public, storage uses private network

e 1 NIC for private, public, and storage

All NIC bonding is optional.

XenServer expects all nodes in a cluster will have the same network cabling and same bonds implemented. In an installation the
master will be the first host that was added to the cluster and the slave hosts will be all subsequent hosts added to the cluster. The
bonds present on the master set the expectation for hosts added to the cluster later. The procedure to set up bonds on the master
and slaves are different, and are described below. There are several important implications of this:
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e  You must set bonds on the first host added to a cluster. Then you must use xe commands as below to establish the same
bonds in the second and subsequent hosts added to a cluster.

e Slave hosts in a cluster must be cabled exactly the same as the master. For example, if ethQ is in the private bond on the
master, it must be in the private network for added slave hosts.

6.4.3.1 Private Network Bonding

The administrator must bond the private network NICs prior to adding the host to the CloudStack.

6.4.3.2 Creating a Private Bond on the First Host in the Cluster

Use the following steps to create a bond in XenServer. These steps should be run on only the first host in a cluster. This example
creates the cloud-private network with two physical NICs (eth0 and eth1) bonded into it.

1. Find the physical NICs that you want to bond together.

# xe pif-list host-name-label= hostname  device=eth0

# xe pif-list host-name-label= hostname  device=ethl

These command shows the eth0 and eth1 NICs and their UUIDs. Substitute the ethX devices of your choice. Call the UUID’s
returned by the above command slavel-UUID and slave2-UUID.

2. Create a new network for the bond. For example, a new network with name “cloud-private”.

Important: This label is significant as the CloudStack looks for a network by a name you configure. You must use the
same name-label for all Hosts in the cloud for the private network.

# xe network-create name-label=cloud-private
# xe bond-create network-uuid=[uuid of cloud-private created above] pif-
uuids=[slavel-uuid], [slave2-uuid]

Now you have a bonded pair that can be recognized by the CloudStack as the private network.

6.4.3.3 Public Network Bonding

Bonding can be implemented on a separate, public network. The administrator is responsible for creating a bond for the public
network if that network will be bonded and will be separate from the private network.

6.4.3.4 Creating a Public Bond on the First Host in the Cluster

These steps should be run on only the first host in a cluster. This example creates the cloud-public network with two physical NICs
(eth2 and eth3) bonded into it.

1. Find the physical NICs that you want to bond together.

# xe pif-list host-name-label="hostname’ device=eth?2

# xe pif-list host-name-label= hostname  device=eth3
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These commands show the eth2 and eth3 NICs and their UUIDs. Substitute the ethX devices of your choice. Call the UUID’s
returned by the above command slavel-UUID and slave2-UUID.

2. Create a new network for the bond. For example, a new network with name “cloud-public”.

Important: This label is significant as the CloudStack looks for a network by a name you configure. You must use the
same name-label for all Hosts in the cloud for the public network.

# xe network-create name-label=cloud-public
# xe bond-create network-uuid=[uuid of cloud-public created above] pif-
uuids=[slavel-uuid], [slave2-uuid]

Now you have a bonded pair that can be recognized by the CloudStack as the public network.

6.4.3.5 Adding Additional Hosts to the Cluster

With the bonds (if any) established on the master you should add additional, slave hosts. For all additional hosts to be added to the
Cluster execute this step. This will cause the host to join the master in a single XenServer pool.

# xe pool-join master—-address=[master IP] master-username=root master-
password=[your password]

6.4.3.6 Complete the Bonding Setup Across the Cluster

With all hosts added to the pool, run the cloud-setup-bond script. This script will complete the configuration and set up of the
bonds across all hosts in the cluster.

1. Copy the script from the Management Server in /usr/lib64/cloud/agent/scripts/vm/hypervisor/xenserver/cloud-setup-
bonding.sh to the master Host and ensure it is executable.

2. Runthe script

# ./cloud-setup-bonding.sh

Now the bonds are set up and configured properly across the Cluster.

6.5 Primary Storage Setup

The CloudStack natively supports NFS, iSCSI and local storage. If you are using one of these storage types, there is no need to create
the XenServer Storage Repository ("SR").

If, however, you would like to use storage connected via some other technology such as FiberChannel, you must set up the SR
yourself. To do so, perform the following steps. If you have your hosts in a XenServer pool, perform the steps on the master node. If
you are working with a single XenServer which is not part of a cluster, perform the steps on that XenServer.

1. Connect FiberChannel cable to all hosts in the cluster and to the FiberChannel storage host.

2. Rescan the SCSI bus. Either use the following command or use XenCenter to perform an HBA rescan.

# scsi-rescan

3. Repeat step 2 on every host.
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4. Check to be sure you see the new SCSI disk.

# 1ls /dev/disk/by-1d/scsi-360a98000503365344e6f6177615a516b -1

The output should look like this, although the specific file name will be different (scsi-<scsilD>):

lrwxrwxrwx 1 root root 9 Mar 16 13:47
/dev/disk/by-1d/scsi-360a98000503365344e6f6177615a516b -> ../../sdc

5. Repeat step 4 on every host.

6. On the storage server, run this command to get a unique ID for the new SR.
# uuidgen
The output should look like this, although the specific ID will be different:

e6849e96-86c3-4f2c-8fcc-350cc7/11lbe3d

7. Create the FiberChannel SR. In name-label, use the unique ID you just generated.

# xe sr-create type=lvmohba shared=true
device-config:SCSIid=360a98000503365344e6f6177615a516b
name-label="e6849e96-86c3-4f2c-8fcc-350cc711lbe3d"

This command returns a unique ID for the SR, like the following example (your ID will be different):

7a143820-e893-6cba-236e-472dabeebobbf

8. To create a human-readable description for the SR, use the following command. In uuid, use the SR ID returned by the
previous command. In name-description, set whatever friendly text you prefer.

# xe sr-param-set uuid=7al143820-e893-6c6a-236e-472dabee66bf
name-description="Fiber Channel storage repository"

9. Make note of the values you will need when you add this storage to the CloudStack later (see Add Primary Storage on page
77). In the Add Primary Storage dialog, in Protocol, you will choose PreSetup. In SR Name-Label, you will enter the name-label
you set earlier (in this example, e6849e96-86¢3-4f2c-8fcc-350cc711be3d).

10. (Optional) If you want to enable multipath /O on a FiberChannel SAN, refer to the documentation provided by the SAN
vendor.

6.6 iSCSI Multipath Setup (optional)

When setting up the storage repository on a Citrix XenServer, you can enable multipath 1/0, which uses redundant physical
components to provide greater reliability in the connection between the server and the SAN. To enable multipathing, use a SAN
solution that is supported for Citrix servers and follow the procedures in Citrix documentation. The following links provide a starting
point:

e http://support.citrix.com/article/CTX118791
e http://support.citrix.com/article/CTX125403

You can also ask your SAN vendor for advice about setting up your Citrix reposit